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T H E  E U RO P E A N  C O M M I S S I O N  (EC) has acknowledged 
the importance artificial intelligence (AI) plays in 
forming Europe’s future, identifying AI as the most 
strategic technology of the 21st century.a With a recent 
proposal on a Regulation Laying Down Harmonised 
Rules on Artificial Intelligenceb (EU Regulatory

Framework for AI), the EC aims at in-
troducing the first comprehensive legal 
framework on AI, which will identify 
specific risks for AI, provide a collec-
tion of high-risk application domains, 
propose specific requirements that 
AI systems should meet when used in 
such domains, and define obligations 
for users and providers (U.S. regula-
tory development relating to AIc). What 
clearly emerges from these efforts is 
the need for an AI that behaves in a 
responsible way. A clear and globally 
accepted definition of responsibility for 
AI systems is still under development, 
but will likely include notions such as 
fairness, security and privacy, explain-
ability, safety, and reproducibility. 
Although safety and reproducibility are 
fundamental issues in AI research and 
its industrial application, we will not 

a	 See https://bit.ly/3HTQMP3
b	 See https://bit.ly/34vooEz
c	 See https://bit.ly/3rc2DkO

cover them here since they are require-
ments in many areas of technology, 
therefore not specific to AI.

According to the EC regulation, AI 
should be used in compliance with the 
E.U. Charter of Fundamental Rights,d 
including the right not to be discrimi-
nated against, the respect for private 
life, and the protection of personal 
data. The regulation also stresses the 
“obligations for ex ante testing, risk 
management and human oversight of AI 
systems to minimize the risk of erroneous 
or biased AI-assisted decisions in critical 
areas such as education and training, 
employment, important services, law 
enforcement and the judiciary.” High-
risk AI systems should meet specific 
legal requirements in relation to data 
management, documentation, human 
oversight, transparency, robustness, 
accuracy, and security. According to 
Article 10, “training, validation and 

d	 See https://bit.ly/3r3mrH8
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flicts with the aforementioned goals 
and is likely to yield unfairness.

Definitions. It is common to distin-
guish between individual fairness and 
group fairness. The former means that 
similar users are treated in a similar 
fashion (for example, users with similar 
skills receive job recommendations 
within the same pay grade). The latter 
means that different groups of users 
defined by some sensitive or protected 
attribute (for example, gender or eth-
nicity) are treated in the same way. Ac-
cordingly, unfairness is defined as “sys-
tematically and unfairly discriminat[ing] 
against certain individuals or groups of 
individuals in favor of others.”5

Categories of biases. Unfairness is 
commonly caused by societal or sta-
tistical biases, the former referring to 
the divergence between how the world 
should be and how it actually is, the lat-
ter to the discrepancy between how the 
world is and how it is encoded in the 
system. Such biases can occur at differ-
ent levels in the recommendation pipe-
line (see Figure 1). They can be present 
already in the data the algorithms are 
trained on (for example, an unbalanced 
dataset with respect to representa-
tion of different genders), they can be 
amplified by the algorithms or created 
models (for example, reinforcing stereo-
types), or they can originate from users, 
cognitive biases (for example, serial po-
sition, anchoring, and decoy effects).8

Bias mitigation strategies.  
To alleviate existing biases, several 
techniques can be adopted. Focusing 
on data and algorithm/model bias, the 
most common approaches are data re-
balancing (for example, upsampling the 
minority group of users in the dataset), 
regularization (for example, includ-
ing a bias correction term in the loss 
function of the machine/deep learning 
algorithm), and adversarial learning 
(for example, training a classifier that 
tries to predict the sensitive attribute 
from the user-item interaction data and 
modify the data or recommendation 
algorithm to minimize the classifier’s 
accuracy).

While much research has been de-
voted to uncover and mitigate biases in 
RSs, both within and outside the E.U., 
many research gaps, the most pressing 
ones including:

	˲ Several metrics of fairness have 
been proposed. However, a compre-

testing data sets shall be subject to ap-
propriate data governance and manage-
ment practices” which shall concern, in 
particular, “examination in view of pos-
sible biases” and “identification of any 
possible data gaps or shortcomings, and 
how those gaps and shortcomings can be 
addressed.” On the other hand, Article 
15 is devoted to accuracy, robustness, 
and cybersecurity: high-risk AI systems 
must achieve all three throughout their 
entire life cycle to a satisfactory degree 
based on state-of-the-art security and 
privacy-preserving measures. The 
regulation makes it also clear that “AI 
systems should be sufficiently transpar-
ent, explainable and well-documented” 
(Article 13).

In the following, we attempt to 
provide the European scene for fair-
ness, security and privacy, and explain-
ability under the lens of recommender 
systems (RSs). Given their user-centric 
nature, RSs are fully touched by the 
principles and rules stated in the 
aforementioned EC documents, and 
therefore represent an interesting 
workbench to study their application. 
Issues related to fairness, security and 
privacy, and explainability may affect a 
RS at training and runtime.

Fair Recommender Systems
Despite many EC-proposed provisions 
regarding AI fairness, in reality, RSs 
have been shown to provide different 
recommendation quality to different 
users, depending on various character-
istics, such as gender, age, ethnicity, or 
personality.3,7,8,10–12 Such behavior con-

Figure 1. Different categories of biases and 
their interplay.
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hensive (formal and comparative) 
study of their strengths and limita-
tions is still missing.e Even whether 
they reflect what humans perceive as 
fair or unfair—possibly depending on 
their cultural background, values, and 
beliefs—has not yet been investigated 
deeply.

	˲ Likewise, a thorough understand-
ing of capabilities and limitations of 
existing techniques for mitigating bias 
through their systematic evaluation is 
missing.

	˲  From an algorithmic perspective, 
novel methodologies to debias state-
of-the-art RS algorithms, which are 
predominantly based on deep learning, 
are needed.

	˲ An investigation of potential 
economic and social consequences of 
biases resulting from the use of RSs ad-
opted in high-risk areas (for example, 
in recruitment) is needed.3,4

	˲ Fairness is typically addressed 

e	 See https://bit.ly/3zPOFZK

from a system’s end user’s perspec-
tive, but we need to consider multiple 
RS stakeholders, including content 
producers, content consumers, and 
platform providers.

	˲ From a legal perspective, we need 
provisions with respect to data qual-
ity, concrete specifications to whom 
the obligations to not violate EU 
non-discrimination law applies, and 
effective mechanisms for auditing RSs 
for legal compliance. This requires an 
interdisciplinary perspective, involving 
collaboration between researchers with 
technical expertise and law experts.

Security and Privacy  
for Recommender Systems
Privacy in AI is a dominant concern 
in the EU. To comply with GDPR, AI 
strategies must be applied considering 
the new privacy challenges that may 
limit the uptake of these applications. 
Privacy-related risks are even more 
evident when we think about the ap-
plications of RSs where user models are 

Figure 2. Information flow over the network in four ML architectures. Solid lines represent 
training data flow, dashed lines represent model parameters flow.
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Adversarial attacks and defense. 
Notwithstanding the great success of 
machine/deep learning models, recent 
studies have shown they are not im-
mune to security threats from adver-
sarial use of AI, and the same holds 
for RSs.2 An adversary can attack a ML 
model at two main stages of the learn-
ing pipeline, during training or produc-
tion. These two categories of attacks 
are respectively known as training-time 
attack (a.k.a. causative or poisoning 
attack) and inference-time attack (a.k.a. 
exploratory or evasion attack).

	˲ Poisoning attack. Data poisoning 
attacks are realized by injecting false 
data points into the training data with 
the goal to corrupt/degrade the model 
(for example, the classifier).

	˲ Evasion attack. Instead of interfer-
ing with training data, evasion attacks 
adjust malicious samples during the 
inference phase. These attacks are also 
named decision-time attacks referring 
to their attempt to evade the decision 
made by the learned model at test time.

Adversarial examples created for 
image classification tasks are empow-
ered based on continuous real-valued 
representation of pixels, but in RSs the 
raw values are user/item identifiers 
and ratings that are discrete. Hence, 
adversarial perturbations are added to: 
the user profile directly (that is, user 
rating profile), user and item model pa-
rameters in a latent factor model; and 
embeddings representing side infor-
mation of user and items, respectively.

Together with attack strategies, de-
fense mechanisms against adversarial 
attacks have been developed in recent 
years. They can be classified into detec-
tion methods and methods seeking to 
increase the robustness of the learning 
model. At the heart of the robust op-
timization method is the assumption 
that every sample in the training data 
can be a source for adversarial behav-
ior. It applies a zero-sum game between 
the prediction and attack adversaries. 
The ultimate goal in robust optimiza-
tion is that the prediction model will 
perform equally well with adversarial 
and clean inputs.

Explainable  
Recommender Systems
Although RSs operate as artificial 
advice givers, people using the sys-
tem may not understand how the 

built around personal data.
Issues. Data fragmentation and iso-

lation while complying with the GDPR 
is a major challenge for RS researchers. 
Actually, preserving users’ privacy is 
not as easy as limiting data collection 
since a privacy threat may happen at 
any stage of the data cycle. The model 
itself stores precious information able 
to predict future user preferences and 
behaviors. The main target of privacy 
attacks in a RS is the confidentiality 
of the users’ sensitive data. Privacy-
preserving ML aims to equip ML with 
defense measures for protecting user 
privacy and data security. It should be 
distinguished from secure ML, which 
attempts instead to preserve integrity 
and availability of a ML system from 
intentional (adversarial or poisoning) 
attacks.

Federated learning. From a privacy 
perspective, federated learning (FL)9 
completely addresses the principles 
of focused collection, data minimiza-
tion, data ownership, and data locality, 
thus greatly reducing the privacy risks 
of centralized learning (see Figure 2). 
While handling users’ privacy con-
cerns, FL faces challenges such as 
communication costs, unbalanced 
data distribution and device reliabil-
ity, and security issues (for example, 
model poisoning, indirect information 
leakage, and Byzantine adversaries). 
In Yang et al.,15 the concept of FL is 
extended to a more comprehensive 
idea of privacy-preserving decentralized 
collaborative ML techniques, both for 
horizontal federations (where different 
datasets share the same feature space 
but are different in training samples) 
and vertical federations (where differ-
ent datasets share the training samples 
but differ in feature space). Thanks to 
tunable federation approaches in rec-
ommendation scenarios, users can be 
more aware of and decide which data 
they share.1

Unfortunately, while FL can offer 
significant practical privacy improve-
ments over centralized approaches, 
there is still no formal guarantee 
of privacy. This is where other tech-
niques, such as differential privacy, 
secure multiparty computation, and 
homomorphic encryption, come to the 
stage to enforce the privacy protection 
mechanisms also in recommendation 
scenarios.

Human oversight  
is not feasible  
if explanations  
are not 
understandable  
by people.
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conclusion was reached and when it 
is appropriate to adopt the advice, or 
in contrast, when to critique it. The 
EU Regulatory Framework for AI con-
sequently indicates that explanations 
need to supply human oversight of 
high-risk systems.

There are three main scientific chal-
lenges to overcome before compliance 
is possible, namely: how to ensure ex-
planations are human-understandable 
and support appropriate trust; how 
to build explainable AI (explanation 
confidence and model complexity); 
and how to validate the goodness of 
explanations.

Understandability. Human over-
sight is not feasible if explanations are 
not understandable by people, and 
“Interpretability” has been qualified 
as the degree to which a human can 
understand the cause of a decision.13 
Understanding is rarely an end-goal 
in itself, and it is often more useful to 
measure the effectiveness of explana-
tions in terms of a specific notion of 
usefulness or explanatory goals such 
as improved decision support or (ap-
propriate) user trust14—minimizing 
both over- and underreliance on system 
advice. Furthermore, both the char-
acteristics of the people (for example, 
expertise, cognitive capacity) and the 
situation (such as which other people 
are affected, or which variables are in-
fluential) place different requirements 
on which explanations are useful, also 
to different presentational choices 
(for example, with regard to modality, 
degree of interactivity, level of detail). 
Simply put: One size does not fit all.

Building eXplainable AI (XAI). A 
large number of methods for XAI have 
been developed, for a breadth of mod-
els and types of data. However, many of 
them do not (by design) support users 
in fully understanding the capacities 
and limitations in a way that would 
support appropriate trust. We identify 
two particularly limiting barriers: lim-
ited model confidence and high model 
complexity.

	˲ Confidence. For sufficient human 
oversight, RSs must be aware of their 
knowledge limits not only on the pre-
diction (global and instance) level but 
also on the explanation level. Conse-
quently, RSs must provide confidence 
information for each prediction and 
explanation; and they must clarify how 

this information has been obtained or 
computed.

	˲ Complexity. While it is commonly 
(but erroneously) believed there is a 
trade-off between accuracy and inter-
pretability, this is not strictly true. In 
many cases, several models can offer 
comparable accuracy performance, but 
some are more human-understandable. 
Complexity can be mitigated by select-
ing the simpler model, and by develop-
ing interactive interfaces such as those 
we have developed in our work, which: 
adapt the generated explanations to dif-
ferent factors and allow people using 
the system to see how the factors influ-
ence the explanations (transparency), 
as well as modify the contribution of the 
factors (control).6

Evaluation of explanations. User 
studies are indispensable for evaluating 
human performance and understand-
ing. However, to date they are relatively 
rare in the literature, likely due to their 
cost. Explanations have also been 
subjected to automated evaluations, 
modeled as penalties and constraints 
in optimization problems, sparsity of 
the model, monotonicity with respect 
to a variable, or decomposability into 
sub-models, and so forth. However, so 
far there have been no standardized 
metrics developed. As for ML (Precision, 
Recall, F-measure, AUC), perhaps this 
is also because there is no single ideal 
objective (for example, accuracy versus 
succinctness). Nevertheless, we hope in 
the coming years to see benchmarking 
of such metrics as we see in challenges 
such as Kaggle, CLEF, and SemEval.

Conclusion
The wide adoption of AI algorithms 
and systems calls for the definition and 
realization of a responsible approach 
to AI. In this respect, by following the 
documents and legal frameworks 
proposed over the last years by the EC, 
some technological issues and trends 
emerge. We require AI systems to be 
fair, secure, and privacy-preserving, 
and interpretable. In this article, we 
outlined the steps that have already 
been taken in this direction, as well as 
indicating what we see as the challeng-
es ahead before we can fulfill the spirit 
of the European approach to AI. We 
hope this will serve as a useful roadmap 
for practitioners and researchers alike.
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