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We present a robust object tracking algorithm that handles spatially extended and temporally long object
occlusions. The proposed approach is based on the concept of ‘‘object permanence” which suggests that a
totally occluded object will re-emerge near its occluder. The proposed method does not require prior
training to account for differences in the shape, size, color or motion of the objects to be tracked. Instead,
the method automatically and dynamically builds appropriate object representations that enable robust
and effective tracking and occlusion reasoning. The proposed approach has been evaluated on several
image sequences showing either complex object manipulation tasks or human activity in the context
of surveillance applications. Experimental results demonstrate that the developed tracker is capable of
handling several challenging situations, where the labels of objects are correctly identified and main-
tained over time, despite the complex interactions among the tracked objects that lead to several layers
of occlusions.

� 2010 Elsevier Inc. All rights reserved.
1. Introduction

Visual tracking of multiple objects is an important problem
with instances appearing in several application domains. Despite
the huge amount of excellent research in the field, the effective
and robust solution to the problem remains challenging in many
realistic scenarios and settings. Part of the difficulty of the problem
stems from the fact that even simple object interactions may result
in full occlusions that last for quite long time periods. An object
may totally disappear behind another object and reappear after
considerable time, close to it, at a different location. As an example,
consider the situation illustrated in Fig. 1 where a person grasps his
keys to place them somewhere else. Once the keys are firmly
grasped, they totally disappear behind the hand. When the transfer
is complete, the same keys reappear. Reasoning about the activities
in this scene requires the capability to associate the same label to
the object seen before and after manipulation. Clearly, the problem
may become much more complicated, for example in scenarios
involving bimanual interaction with several objects that may (or
may not) differ in shape, size, appearance, etc. Similar kinds of
problems can be encountered in other applications, involving, for
example, tracking individual persons in crowded scenes. In this
work, we present our approach to solving this kind of tracking
problems.
ll rights reserved.

Vassilika Vouton, GR-700-13
A lot of approaches have already been proposed for object track-
ing in the presence of occlusions. Huang and Essa [6], provide a
very informative overview of existing approaches. According to
their categorization, several of the existing methods handle occlu-
sions implicitly. In the work of Khan and Shah [10] for people
tracking, a person is segmented into classes of similar color using
the Expectation Maximization (EM) algorithm. Then, the maximi-
zation of the a posteriori probability of these classes drives
frame-to-frame tracking. McKenna [13] and Marques [12] employ
appearance models of tracked regions to identify people after the
occurrence of occlusions but their approach provides limited sup-
port of complex object interactions. In [7], Isard introduces a
Bayesian filter for tracking a potentially varying number of objects.
A particle filter is used to perform joint inference on both the num-
ber of objects present and their configurations. Occlusion handling
is achieved by incorporating the number of interacting persons
into the observation model and inferring it using a Bayes network.
Jepson et al. [8] proposes a framework for learning appearance
models to be used for motion-based tracking of natural objects.
The appearance model involves a mixture of stable image struc-
ture, learned over long time courses, along with two-frame motion
information and an outlier process. This model is used in a motion-
based tracking algorithm to provide robustness in the presence of
outliers, such as those caused by occlusions.

Several other methods have been proposed that treat explicitly
the problem of tracking in the presence of occlusions. Rehg [15] de-
scribe a framework for local tracking of self-occluding motion, in
which one part of an object obstructs the visibility of another.
His approach uses a kinematic model to predict occlusions and

http://dx.doi.org/10.1016/j.cviu.2010.02.003
mailto:argyros@ics.forth.gr
http://www.sciencedirect.com/science/journal/10773142
http://www.elsevier.com/locate/cviu


Fig. 1. The need for handling long-term occlusions in the context of tracking. From left to right, a human hand moves towards the keys, grasps and transfers them to a
different position. We are interested in a tracking framework which, without a priori information about the tracked objects, will be able to infer that the object disappearing
in the second frame, is the same to the one reappearing in the fourth frame.
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windowed templates to track partially occluded objects. Brostow
[3] present a method to decompose video sequences into layers
that represent the relative depths of complex scenes. Activity in
a scene is used to extract temporal occlusion events, which are,
in turn, used to classify objects on the basis of whether they are oc-
cluded by or occlude other objects. Jojic [9] proposes a technique
for automatically learning probabilistic 2D appearance maps and
masks of moving occluders. The model explains each input image
as a layered composition of ‘‘flexible sprites”. A variational expec-
tation maximization algorithm is employed to learn a mixture of
sprites from a video sequence. Tao [18] decomposes video frames
into coherent 2D motion layers and introduces a complete dy-
namic motion layer representation in which spatial and temporal
constraints on shape, motion and appearance are estimated using
the EM algorithm. His method has been applied in an airborne
vehicle tracking system and examples of tracking vehicles in com-
plex interactions are demonstrated. Zhou [22] introduces the con-
cept of background occluding layers and explicitly infer depth
ordering of foreground layers. A MAP estimation framework is pro-
posed to simultaneously update the motion layer parameters, the
ordering parameters, and the background occluding layers. Wu
[19] proposes a dynamic Bayesian network which accommodates
an extra hidden process for occlusion. The statistical inference of
such a hidden process reveals the occlusion relations among differ-
ent targets. Yu [20] proposes a framework for treating the general
multiple target tracking problem, which is formulated in terms of
finding the best spatial and temporal association of observations
that maximizes the consistency of both motion and appearance
of object trajectories. Leibe [11] considers multi-object tracking
as a search for the globally optimal set of space–time trajectories
which provides the best explanation for the current image and
for all evidence collected so far, while satisfying the constraints
that no two objects may occupy the same physical space, nor ex-
plain the same image pixels at any point in time. In a recent work,
Zhang [21] proposed a network flow based optimization method
for data association in multiple objects tracking. The maximum-
a-posteriori (MAP) data association problem is mapped into a
cost-flow network with a non-overlap constraint on trajectories.
The optimal data association is found by a min-cost flow algorithm
in the network that is augmented with an explicit occlusion model
(EOM) to track long-term occlusions.

The majority of the above methods assume that even partial
observations of the occluded objects are possible. As such, they fail
to handle total occlusions, especially when they last for consider-
able amounts of time. The method proposed in this paper is able
to handle occlusions that are challenging because of both their spa-
tial extend and duration. The proposed method uses two types of
information regarding the scene. The first is the result of scene
background subtraction which produces a map showing ‘‘where”
action takes place in the scene. The second comes from the estima-
tion of several (one per tracked object) Gaussian Mixture Models
(GMMs) of color that represent ‘‘what” is the appearance of moving
objects. The proposed method does not need training to account
for the variability in the number of tracked objects, their shape,
appearance, or motion characteristics. On the contrary, such infor-
mation is automatically derived and appropriately updated over
time through the use of simple, generic models.

Much of the success of the method depends on a mechanism in-
spired by the work in [1], that properly associates foreground pix-
els to different objects. Thus, models of object appearance can be
properly maintained and tracked. Occlusion handling is treated
through a method founded on the principle of object permanence
[14,2], which refers to the ability of children to realize that an ob-
ject exists even when it cannot be seen. Recent studies [2], indicate
that infants can reach the object permanence stage at the age of
five months, showing the fundamental role of the concept in visual
perception.

The proposed algorithm exploits the powerful data association
mechanism that has been proposed in Argyros et al. [1], where a
method is proposed for tracking multiple skin-colored objects in
images acquired by a possibly moving camera. The proposed meth-
od encompasses a collection of techniques that enable the detec-
tion and modeling of skin-colored objects as well as their
temporal association in image sequences. Although not explicitly
stated, this tracking algorithm handles occlusions between objects
sharing the same color model (skin color). Nevertheless, the meth-
od requires prior training to the color model of the objects to be
tracked. The approach presented in this paper may handle objects
of completely different appearances for which no a priori informa-
tion is assumed to be known.

In addition to the more complete appearance models, the
exploitation of the concept of ‘‘object permanence” makes the pro-
posed method much more competent in handling long-term occlu-
sions. Huang et al. [6] also used the concept of ‘‘object
permanence” to successfully handle long-term occlusions of a
varying number of objects over extended image sequences. Their
approach incorporates (i) a region-level association process and
(ii) a object-level localization process to track objects through long
periods of occlusions. Region association is approached as a con-
strained optimization problem and solved using a genetic algo-
rithm. Objects are localized using adaptive appearance models,
spatial distributions and occlusion relationships. The approach in
[6] does not explicitly handle interacting objects of similar appear-
ance and is, therefore, expected to fail in tracking them. On the
contrary, the proposed method succeeds in treating such cases.

The rest of the paper is organized as follows. Section 2 presents
the adopted object representation model. Section 3 describes in de-
tail the proposed tracker and occlusion reasoning. In Section 4, we
present results from the application of the proposed methodology
in several video sequences that demonstrate important aspects of
the performance of the proposed method. Among other things,
the method is shown to successfully handle dynamic updating of



Fig. 2. The flow diagram of the proposed method for tracking multiple objects in
the presence of long-term occlusions.

1 The implicit assumption at this point is that change detection through
background subtraction cannot give rise to multiple blobs for a single object. This
is safeguarded through morphological filtering applied to the result of background
subtraction.
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the object’s appearance models, long-term occlusions, layered ob-
ject occlusions and occlusions among objects of similar appear-
ance. Finally, Section 5 provides the main conclusions of this
work as well as extensions that are under investigation.

2. Object modeling

The proposed method is able to detect and track an arbitrary
and potentially time varying number of objects. No a priori knowl-
edge regarding the object’s 2D or 3D shape, appearance or motion
is assumed. To achieve tracking, simple, generic object models are
automatically built and maintained.

In the following, we represent an image point as p ¼ ðx; y; cÞ un-
der the convention that it is located at ðx; yÞ and has color c. Each
object is represented with a parametric model that takes into ac-
count both its spatial layout and its photometric appearance. More
specifically, the object model o � ðe; gÞ consists of an ellipse e that
accounts for the position and spatial distribution of an object and a
Gaussian Mixture Model (GMM) g that represents its color
distribution.

The ellipse e ¼ ðcx; cy;a; b; hÞ represents the spatial extend of an
object o that is located at ðcx; cyÞ, has an orientation h with respect
to a local 2D image coordinate frame, and the lengths of its major
and minor axes are a and b, respectively. Given a set of image
points PðoÞ comprising the image of an object, the parameters of
e can be computed from the covariance matrix of the locations of
pixels in PðoÞ.

We define the spatial distance Dðp; eÞ of an image point p from
ellipse e as in [1]. Intuitively, the ellipse is transformed to a circle of
radius equal to one and the same affine transformation is applied
to the coordinates of the point p. The distance Dðp; eÞ of p from e
is the Euclidean distance of p from the center of ellipse e in this
normalized frame. The set IðeÞ of points p that are interior to the
ellipse e can be defined based on Dðp; eÞ:

IðeÞ ¼ fpjDðp; eÞ 6 1g: ð1Þ

The appearance g of an object o is modeled as a Gaussian Mix-
ture Model (GMM) g ¼ gðwk;lk;RkÞ; 1 6 k 6 K , representing the
color (UV components of YUV color space) distribution of the ob-
ject’s pixels. Each of the K triplets ðwk;lk;RkÞ represents the
weight, the mean and the covariance matrix of the kth Gaussian
component of the mixture. The Expectation Maximization algo-
rithm [4] is employed to determine the parameters of the GMM
g for each object o based on the set PðoÞ of points that comprise
it. We also define the probability that the pixel’s color c was drawn
from a GMM g as

PAðp; gÞ ¼
XK

k¼1

wkPðcjlk;RkÞ: ð2Þ

PAðp; gÞ is a measure of the compatibility of p’s color with g.

3. Proposed method

Fig. 2 illustrates the information flow of the proposed tracking
algorithm. Each frame of the input image sequence is first back-
ground subtracted [23] to detect foreground pixels and to form dis-
tinct blobs, i.e. regions of connected foreground pixels. Assuming a
still camera, background subtraction gives rise to a change mask
that can be attributed to the moving objects. A set of objects that
must be correctly associated to the pixels of the detected fore-
ground blobs is also maintained. Clearly, even in the simple case
of partial occlusions, there is no one-to-one mapping between ob-
jects and blobs. Therefore, the goal of the proposed method is to
exploit spatial and photometric object information in order to (a)
associate foreground blob pixels with objects, (b) investigate occlu-
sion relationships between objects, (c) update the object models
and (d) use all extracted information to enable tracking. The rest
of this section provides further details on these algorithmic steps.
3.1. Associating foreground blob pixels with objects

The aim of this part of the proposed method is to define the set
PðoÞ of pixels belonging to an object o. It is assumed that at a given
moment in time, M foreground blobs bj;1 6 j 6 M have been de-
tected and that N objects oi;1 6 i 6 N are already being tracked.
A single connected object can give rise to at most one connected
blob.1 However, due to occlusions, two or more different objects
may appear as a single connected blob. Thus, it holds that M 6 N.
As a direct consequence, each blob may correspond to one or more
objects.

To resolve the data association problem, the method takes into
account both the spatial proximity and the appearance similarity
between a blob and an object. This is performed in two steps. In
the first step, an object is associated with a certain blob. The valid-
ity of this algorithmic step stems from the reasonable assumption
that a single connected object can give rise to at most one con-
nected blob. In the second step, each object takes its share from
the pixels of the blob it is associated with. Fig. 3, graphically illus-
trates four objects (o1; o2; o3 and o4, visually represented as the
associated ellipses) and three blobs (b1; b2 and b3, shown as col-
ored image regions).
3.1.1. Associating objects with blobs
For an object oi ¼ ðei; giÞ and a blob bj, the degree Cðbj; oiÞ of

their association is defined as:



Fig. 3. Possible relations between objects and blobs. For illustration purposes, each
object hypothesis is shown as an ellipse and each blob as a monochrome or bi-color
image region.
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Cðbj; oiÞ ¼
X

p2ðbj\IðeiÞÞ
PAðp; giÞ: ð3Þ

Intuitively, all image points in the intersection of blob bj with ob-
ject’s ellipse ei are tested for compatibility with the object’s appear-
ance model. Each object is associated with the blob that gives rise to
the highest degree of association. More specifically, the blob BðoÞ
with which object o is associated is defined as:

BðoÞ ¼ arg max
bj

Cðbj; oÞ: ð4Þ

Thus, an object is associated with only one blob, whereas a blob
may be associated with many objects.

3.1.2. Identifying object support regions
After associating objects with blobs, four interesting cases may

arise: (a) a blob might be associated with no object, (b) an object
might be associated with no blob, (c) an object might be associated
with exactly one blob, and (d) a blob might be associated to multi-
ple objects. In the following, we investigate these cases in more
detail.

Blobs not associated to objects: Consider a blob b such that

8oi; b \ IðeiÞ ¼ ; ) 8oi;Cðb; oiÞ ¼ 0: ð5Þ

Eq. (5) implies that none of the existing object hypotheses explains
the existence of this blob. Thus, this has to be a new object, an ob-
ject that has just appeared in the scene for the first time. In the
example of Fig. 3, b1 is such a blob. In this case, a new object is gen-
erated and its set PðoÞ becomes equal to b.

Objects not associated to blobs: Consider the case of an object o
such that

[M
j¼1bj

� �
\ IðeÞ ¼ ; ) 8bj;Cðbj; oÞ ¼ 0: ð6Þ

In this case, the hypothesis for an object o is not supported by any
foreground blob pixel observations. Thus, o has disappeared and
must be removed from further consideration. In the example of
Fig. 3, object o1 satisfies the criterion of Eq. (6).

Blobs in one-to-one correspondence with objects: In case that a
single object o is associated to a single blob b, the set PðoÞ becomes
equal to b. This is the case with object o4 and blob b3 in Fig. 3.

Blobs associated to multiple objects: As discussed earlier, the cor-
respondence between blobs and objects is not necessarily one-to-
one. Two objects in an occlusion relationship will give rise to a sin-
gle image blob. Consider, for example, the relevant situation in
Fig. 3. Objects o2 and o3 must ‘‘compete” for the pixels of blob b2.
Having already associated an object o with the blob BðoÞ (see Eq.
(4)), we search for the set PðoÞ of pixels to be associated with ob-
ject o only within blob BðoÞ. Equivalently, each pixel p of such a
blob is associated with the object o� defined as:

o� ¼ arg max
o

PAðp; gÞ
Dðp; eÞ : ð7Þ

Intuitively, Eq. (7) assigns blob pixels p to the object o� that mini-
mizes spatial distance and maximizes appearance compatibility.

The approach described so far assigns image points to objects
with distinct appearance models. Still, in several tracking tasks,
interacting objects of similar appearance are frequently encoun-
tered. For such cases, an approach similar in spirit to that of [1]
has been adopted. As a first step, it is required to quantitatively
characterize the appearance similarity of two objects. Having rep-
resented an object’s appearance with a GMM, this boils down to
employing a criterion measuring the similarity between two
GMMs. For this purpose, a Bhattacharyya-based distance has been
employed. More specifically, the distance Dðg; g0Þ between two
mixtures of Gaussians g and g0, is given by [16]:

Dðg; g0Þ ¼
XK

i¼1

XK

j¼1

wiw0jBðgi; g
0
jÞ: ð8Þ

In Eq. (8), both g and g0 are composed of K kernels, gi and g0j denote
the corresponding kernel parameters and wi;w0j the mixing weights.
Bð�; �Þ denotes the Bhattacharyya distance between two Gaussian
kernels, defined as [5]:

Bðg; g0Þ ¼ 1
8
ðl� l0ÞT Rþ R0ð Þ

2

�1

ðl� l0Þ þ 1
2

ln
j RþR0

2 jffiffiffiffiffiffiffiffiffiffiffiffiffiffi
jRjjR0j

p : ð9Þ

Let a number of objects of the same appearance compete for the
pixels of the same blob. Having already associated an object o to
the blob BðoÞ (see Eq. (4)), pixels PðoÞ defining object o will be
searched only within blob BðoÞ. Let also PðoÞ be initialized to the
empty set, that is, 8oPðoÞ ¼ ;. Then, the rules governing the assign-
ment of blob points to objects are the following:

� If for a pixel p 2 BðoÞ of the blob associated to an object o ¼ ðe; gÞ
it holds that p 2 IðeÞ, then PðoÞ :¼ PðoÞ [ fpg. Note that this way,
p may be assigned to several different objects having the same
appearance models.

� If a pixel p 2 BðoÞ does not belong to any of the ellipses of the
competing object models, then Pðo�Þ :¼ Pðo�Þ [ fpg where o� is
the object defined as:

o� ¼ arg min
o

Dðp; eÞ: ð10Þ

Intuitively, Eq. (10) assigns blob pixels p outside any object ellipse,
to an object that minimizes the spatial distance to it.
3.2. Object models update

Once each and every blob pixel has been assigned to some ob-
ject, point sets PðoiÞ have been computed for all objects oi. Then, an
update of the objects oi ¼ ðei; giÞ can be performed based on the
sets PðoiÞ. As stated earlier, ei can be computed from the spatial
distribution of points in PðoiÞ. Additionally, each object’s area is
defined as Ai ¼ jPðoiÞj. The appearance model gi is computed
through the application of Expectation Maximization algorithm
[4] over the colors of the image points in PðoiÞ.

The appearance model of an object is updated only for objects
that are in one-to-one correspondence with an image blob. In fact,
and as it will become more clear in Section 3.3, this is equivalent to
updating an object’s appearance model when it is observed in iso-
lation, without any occlusions occurring. Having two objects com-
peting for the pixels of a single blob signals occlusion. In that case,
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the appearance models of the corresponding objects are stopped
from being updated. We also denote with A0i the area of object oi

at the last frame in which this object appeared in isolation.

3.3. Object visibility and occlusion handling

Occlusion reasoning is based on both the spatial and the
appearance components on an object’s model. As an example, con-
sider the situation graphically illustrated in Fig. 4. Fig. 4a shows
two objects (a hand and a pincer) prior to occlusion.

At this time, each of the objects is associated with its own blob.
As long as occlusion occurs (Fig. 4b–e), the two objects compete for
the points of a single blob. The blob pixels that are compatible to
the appearance of the occluder (hand) will be assigned to it, so
no significant changes in its area will be observed. The occluded
object (pincer), will appear to shrink, since fewer and fewer image
points will be assigned to it (Fig. 4b and c). Thus, for the occluded
object a significant decrease of its area will be observed as soon as
occlusion starts. Therefore, the occlusion ratio Ri of an object oi is
defined as:

Ri ¼
Ai

A0i
: ð11Þ

The occlusion ratio Ri is measured for objects oi sharing the points of
a blob with other objects. A small Ri indicates that its currently ob-
served size is small compared to the area of the same object before
occlusion started. Thus, Ri can be used to quantitatively characterize
a certain occlusion. In fact, in case that

Ri 6 T; ð12Þ

object oi is declared as disappeared because of a full occlusion (e.g.,
Fig. 4c).

Occlusion reasoning does not only require understanding
whether an object is occluded or not but also requires the identifi-
cation of the occluder. In case that only two objects compete for
the points of a blob, the situation is straightforward. In case that
more than two objects compete for the pixels of the same blob,
the definition of the occluder needs more attention. The occluder
should be an object that lies in the close proximity of the occluded
object oB and has recently occupied a portion of the occluded ob-
ject’s image. Formally, for each possible occluder oi, the number
of pixels p in PðoiÞ \ IðeBÞ is calculated. The object oi that produces
the largest such number of pixels is defined as the object occluding
oB.
Fig. 4. The size of an object being occluded decr
Objects reported as fully occluded according to the definition of
Eq. (12) are treated as suggested by the object permanence princi-
ple. This means that, until the object appears again (i.e., Ri > T), it is
assumed to be behind its occluder and to move with it. The object
is excluded from the association of objects to blobs (Section 3.1.1).
Instead, it inherits the associations of its occluder. In the pixel
assignment part (Section 3.1.2), the occluded object is assumed
to share the same ellipse with its occluder. This allows the oc-
cluded object to continuously claim pixels that are compatible to
its color appearance model and lie in the proximity of its occluder.

When a previously occluded object reappears (Ri > T) in the
proximity of its occluder, the two objects are dis-associated and
the image points assigned to the occluded object are used to con-
struct a new spatial model. As the object emerges (see, for exam-
ple, Fig. 4e), the spatial model grows smoothly through frames
and accurately encapsulates the object’s shape. As discussed ear-
lier, the appearance model of the object will be updated only when
the occluded object appears isolated (Fig. 4f), that is, in a one-to-
one correspondence with a blob.
3.4. Layered occlusions

The term layered occlusions is used to describe situations
where multiple objects participate in an occlusion relationship.
The proposed method forms and maintains dependencies between
occluded objects and their occluders. For a set of objects in a lay-
ered occlusions relation, there will always be the foremost occlu-
der and a number of occluded ones behind it. All occluded
objects declare all other objects as potential occluders. The reap-
pearance of one of these has the following implications:

� The remaining occluded objects will be searched not only in the
proximity of the original occluder, but also in the proximity of
the newly reappeared object.

� The label of the reappeared object will be removed from the list
of all of its potential occluders.

As an example, consider object X which occludes object Y. Let
object Z be occluded by the constellation of X and Y. Then, if Y ap-
pears, Z has to be searched around both X and Y. Simultaneously, Y
should stop from being searched around X. This could lead to a fast
grow of the number of alternative hypotheses that need to be mon-
itored and maintained. On the other hand, for all practical pur-
eases considerably as occlusion progresses.



Fig. 5. Characteristic snapshots from the tracking experiments with the sequences tested in [6]. Rows (a)–(d) correspond to datasets ‘‘lego 1”, ‘‘lego 2”, ‘‘lego 3” and
‘‘shellgame”, respectively.
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poses, the adopted convention performs well in realistic depths of
layered occlusions and number of objects involved.

3.5. Linear prediction and object model propagation

In the process described so far, data association is based on the
relations of an object’s spatial distribution (represented as the el-
lipse e in the object’s model o ¼ ðe; gÞ) with the detected blobs.
However, instead of using the ellipses as those were computed in
the previous frame, we may use a prediction about the position
of an object’s ellipse based on its recent motion. Assuming that
the immediate past is a good prediction for the immediate future,
a simple linear scheme is used to predict the object’s ellipse posi-
tion in the current frame. Blob and blob pixel associations with ob-
jects (described in Sections 3.1.1 and 3.1.2, respectively) is then
based on these predicted ellipse positions.
2 Supplementary video material showing tracking results can be retrieved at the
following web address: http://www.ics.forth.gr/~argyros/research/occlusions.html.

3 Available at http://www.cc.gatech.edu/cpl/projects/occlusion/.
4. Experimental results

The proposed method has been tested and evaluated in a series
of image sequences demonstrating challenging tracking scenarios.
Results from several representative input video sequences are pre-
sented in this paper. Videos demonstrating tracking results are
available online.2 In all experiments, input sequences are com-
posed of images of VGA resolution (480 � 640).

The first set of experiments has been carried out to assess the
performance of the proposed method in the image sequences3 em-
ployed in [6]. The four sequences (‘‘lego 1”, ‘‘lego 2”, ‘‘lego 3” and
‘‘shellgame”) consist of 309, 398, 412 and 460 frames, respectively.
No background model for these sequences is available. Sequences
‘‘lego 1” and ‘‘lego 2” are pre-segmented, i.e., foreground colors ap-
pear on a black background. For the rest two sequences, a back-
ground model is built based on frames in which no foreground
object appears. Each row of images in Fig. 5, provides characteristic
frames from object tracking in each of these sequences. Individual
objects are identified through the use of different colors for their
contours and through arithmetic labels located on object centroids.
Thus, an object is successfully tracked if it maintains the same color
and label in all of its occurrences. Overall, the proposed method
managed to successfully track all objects in all of these videos.

To evaluate the proposed method in even more challenging sit-
uations, several other videos have been recorded and used for test-

http://www.ics.forth.gr/~argyros/research/occlusions.html
http://www.cc.gatech.edu/cpl/projects/occlusion/
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ing. In all reported experiments, input sequences consisted of stan-
dard VGA resolution images ð640� 480Þ acquired at 20 Hz. Back-
ground subtraction has been performed with Zivkovic’s
improvements [23] of the Stauffer and Grimson’s method [17].
The U, V components of the YUV color space has been used for
building the GMMs g of object appearances. For each GMM, the
EM algorithm had to estimate the parameters of K ¼ 10 compo-
nents. The threshold T on the occlusion ratio (Eq. (12)) signaling
full object occlusion was set to 35%. The selection of this threshold
value is related to the robust handling of the re-emergence and the
subsequent tracking of previously occluded objects. Setting the
threshold value T close to 0%, would mean that a minor color mis-
classification would suffice to falsely signal the reappearance of an
occluded object. Additionally, the detection of very small visible
parts of partially occluded objects necessitates their subsequent
tracking. This can be error-prone if these parts are very small.
Fig. 6. Characteristic snapshots from the tracking
The first such image sequence (‘‘objects” sequence) consists of
1280 frames and shows a person manipulating several objects on
a tabletop. Characteristic snapshots demonstrating tracking results
are shown in Fig. 6. The sequence scenario is as follows. Initially, a
hand brings into the scene a basket containing several objects.
Then, he empties the basket, interacts with the objects, fills the
basket again and finally empties it once more. At the beginning
of the experiment, the system has no a priori knowledge about
the type, size, color, shape or motion of the objects to be observed.
At the end of the experiment the proposed method has been able to
track individual objects and has built a model of their color
appearance.

More specifically, Fig. 6a shows the empty desktop on which the
experiment is performed and of which a background model has
been built. In Fig. 6b, the human hand has already brought into
the scene a box containing a few objects. Having no a priori knowl-
experiment on the ‘‘objects” image sequence.
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edge about the scene other than a background model of it, the sys-
tem identifies the constellation of the hand, the blue box and the
rest of the objects as a single multicolor object, for which it builds
a single object model. As soon as the hand leaves the box on the
table (Fig. 6c), the originally connected set of pixels becomes dis-
connected. The original object hypothesis (red contour) is assigned
to the blue box because this is more similar to the previous box/
hand constellation. Another object (hand, green contour) is auto-
matically generated. For the next frames, the hand color appear-
ance model is updated. The same happens also to the appearance
model of the blue box, in which the components corresponding
to the previously joined hand, now vanish. The hand interacts with
the box again (Fig. 6d). Now, the color models built assist the
method in correctly assigning the pixels of the single connected
blob to the two object hypotheses (hand, box). In Fig. 6e, the hand
has taken the pincer off the blue box and moves it to another posi-
tion on the table. For the moment, the method interprets this as a
change in the appearance of the hand and, at that stage, the pincer
appears as part of the hand object. This is because the pincer has
never been observed in isolation but only as part of another object
(box). As soon as the hand leaves the pincer on the table, the pincer
is understood as an individual object (Fig. 6f, blue contour). The
identity of the pincer object is not lost even when the hand passes
several times over it, grasps it and moves it to another place on the
table (Fig. 6g–j). In a similar manner, the hand empties the basket.
As shown in Fig. 6k, the hand, the box and the pincer maintain
their original identity, while the two other objects have acquired
their own object identities. In Fig. 6l, the hand has grasped the ob-
ject with the purple contour and has used it to completely occlude
the one with the cyan contour. The full occlusion has been signaled
and both object hypotheses are maintained and tracked together
with the observed region of the occluder. Both objects are trans-
fered to a new position, the hand removes the occluding object
(Fig. 6m) and the correct identity for the occluded object is still
maintained. The purple object is again brought on top of the cyan
Fig. 7. Characteristic snapshots from the tracking
one, fully occluding it once more. This time, the big box is also
brought on top of the purple object creating a layered occlusion
(Fig. 6o). When the hand brings the purple object again in sight
dragging it under the big box, the purple object still maintains its
original identity (Fig. 6p). The same happens to the cyan object
(Fig. 6q). The manipulation of objects continues; the hand brings
all objects again into the blue basket and starts moving the latter
around (Fig. 6r). The experiment ends with the hand emptying
the basket once more (Fig. 6s and t). Correct object identities are
still maintained.

Another experiment was performed on the ‘‘lemons” sequence
(350 frames in total, presented in Fig. 7), demonstrating that the
method succeeds in handling occlusions when tracking objects of
similar appearance. In a scene setting that is similar to the previous
one, two hands appear in front of a camera (Fig. 7a) and are as-
signed two different object identities. The hand appearing at the
left (green contour) holds two lemons. As soon as lemons appear
in isolation (Fig. 7b and c) they get their own object labels. Then,
each hand grasps a lemon (Fig. 7d), fully occludes it (Fig. 7e) and
then reveals it (Fig. 7f). Lemon identities have been maintained.
The two hands grasp the two lemons totally occluding them and
then cross (Fig. 7g). Hands reveal what they carry (Fig. 7h and i),
showing that despite the complex interaction of two objects of
similar color appearance (arms) with two other objects of similar
color appearance (lemons) and the simultaneous presence of two
full occlusions, the identities of the lemons are correctly tracked.
The experiment ends after the hands leave the objects they hold
on table (Fig. 7j–l).

In all the experiments reported so far, a person manipulates cer-
tain objects in front of a visually simple background. Although that
background model building and maintenance is not the main focus
of this paper, it is interesting to verify the performance of the pro-
posed approach in cases where background modeling and fore-
ground detection is performed in more realistic conditions.
Towards this goal, two image sequences have been recorded in a
experiment on the ‘‘lemons” image sequence.
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room that is monitored by several cameras. The proposed tracking
approach has been employed to monitor the activity of humans
interacting in this room.

Fig. 8 shows characteristic snapshots of the first such sequence
(‘‘bag” sequence), which consists of 287 frames. Fig. 8a shows the
appearance of the space where the experiments have been con-
ducted; the background model has been built for this environment
appearance. Fig. 8b shows the first person that has been detected
and tracked (red contour, person 1). This human is successfully
tracked as he approaches the camera (Fig. 8c) and rotates around
his vertical axis (Fig. 8d). In the meantime (Fig. 8c) a new person
(green contour, person 2) enters the room holding a bag. The bag
is identified as a new object as soon as the person holding it leaves
it on the floor (Fig. 8e). After this, both humans move around the
bag occluding it as well as occluding each other (Fig. 8f–g). At a cer-
tain point (Fig. 8h), person 2 has grasped again the bag and hands it
to person 1. Despite the complex humans/object interaction, all ob-
jects maintain correct identities. In Fig. 8i, person 1 holds the bag,
although totally occluding it. Both persons continue to move
occluding each other (Fig. 8j) until the one holding the bag leaves
it again on the floor (Fig. 8k). Finally, both persons are successfully
tracked until they exit the room at Fig. 8m and p, respectively.
Overall, the proposed tracking method was able to detect and track
correctly all the individual objects moving in the scene. It should
be stressed that this has been achieved without any kind of a priori
Fig. 8. Characteristic snapshots from the trackin
known object models. The achievement of object tracking in such
complex situations is difficult even if somebody takes into account
additional context dependent knowledge such as the fact that
there are persons walking on a ground floor, etc. Clearly, accommo-
dating such important additional cues and knowledge can only im-
prove tracking.

In another experiment (‘‘bucket” sequence, 398 frames), an
even more challenging situation is encountered. This image se-
quence involves two persons that interact with two almost identi-
cal looking objects. Snapshots from this sequence are provided in
Fig. 9. In Fig. 9a, a person enters a room holding, in each of his
hands, a red bucket. The person leaves the two buckets on the floor
(Fig. 9b and c) and starts moving around them (Fig. 9d and e). Then,
he stands in front of one of the buckets occluding it, grasping it
with his right hand and then passing it to his left hand behind
his back (Fig. 9f and g). He then grasps the second bucket with
his right hand and then starts hiding each of the buckets from
the camera (Fig. 9i–k). At some point in time, he leaves both ob-
jects on the floor again (Fig. 9l). Right after, another person appears
(Fig. 9m). While various types of occlusions continue to occur, each
person grasps a bucket (Fig. 9n) and start moving around in the
room. Between frames corresponding to Fig. 9p and r, the two per-
sons move around each other holding the buckets, thus creating
several layered occlusions. Finally, the two persons leave the buck-
ets again on the floor and exit the room (Fig. 9s and t). Throughout
g experiment on the ‘‘bag” image sequence.
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the whole sequence, object identities are correctly assigned and
propagated in time.

In the above sequences, foreground detection was adequately
accurate and tracking was not affected by errors in background
subtraction. To investigate the influence of background subtraction
on tracking, we performed a number of tests where we forced
background subtraction to produce poor results. More specifically,
we varied a parameter of the employed background subtraction
method [23] that affects the true positives and false negatives of
the method. As a test case, we considered the ‘‘buckets” sequence
(Fig. 9). For a broad range of parameter values, tracking produced
identical results. In extreme cases, the amount of false positives
(or false negatives) produced by background subtraction affected
the correctness of the performance of the method.

When background subtraction produces many false positives,
several background pixels are labeled as foreground. Lenient back-
Fig. 9. Characteristic snapshots from the tracking
ground subtraction may produce hypotheses for non-existent ob-
jects. Additionally, foreground blobs are larger than the real
objects. This results in the generation of wrong object hypotheses.
Different objects appear connected in the foreground masks and
object hypotheses are built for constellations of objects rather than
for individual objects. The built appearance models might also be
inaccurate because they are affected by the colors of the back-
ground pixels falsely identified as foreground, leading to inaccura-
cies and false similarities between objects.

When background subtraction produces many false negatives,
several foreground pixels are labeled as background. Clearly, an ob-
ject will not be tracked if it cannot account for a sufficiently large
blob in the foreground mask. More often, a single object will give
rise to multiple separate blobs. This violates the basic assumption
that a single object gives rise to a single blob. As a result, multiple
object hypotheses will be generated for a single object.
experiment on the ‘‘buckets” image sequence.



Fig. 10. Influence of background subtraction on the results of tracking for the case of the ‘‘buckets” sequence. The three columns show indicative tracking results for the cases
of accurate, lenient and strict background subtraction.
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Fig. 10 provides evidence for the behavior of the tracker with re-
spect to the performance of background modeling and subtraction.
Fig. 10a and d shows the results of the tracker for two frames of the
‘‘buckets” sequence (Fig. 9). In this particular experiment, back-
ground subtraction gives fairly accurate results. As a consequence,
when the person enters the room (Fig. 10a) the person and the
buckets he holds are identified as a single connected blob and ob-
ject. Later on (Fig. 10d), the person leaves the two buckets on the
floor, which results on their identification as two new objects.
Fig. 10b and e shows the same frames in the case of lenient back-
ground subtraction. In Fig. 10b, background subtraction has al-
ready contaminated the object model of Fig. 10a with
background pixels. Additionally, a wrong object hypothesis (object
1) has been created. When the person leaves the buckets on the
floor (Fig. 10e), one of them is correctly identified, but the second
one, although clearly separated from the person’s body, has been
assigned a considerable part of the background and of the person’s
foot. Fig. 10c and f shows the same frames in the case of strict back-
ground subtraction. When the person first appears in the scene,
several individual objects are identified as a result of the discon-
nectedness of the foreground mask. When the person leaves the
buckets on the floor, the buckets are correctly identified, but the
originally detected and propagated object hypotheses still live on
the region of the person’s body.
5. Discussion

We presented a method for tracking multiple objects in the
presence of occlusions with long temporal duration and large spa-
tial extends. The proposed method can cope successfully with mul-
tiple objects dynamically entering and exiting the field of view of a
camera and interacting in complex patterns. Towards this end,
simple models of object shape, appearance and motion are dynam-
ically built and used for supporting tracking and occlusion reason-
ing. Tracking is performed by systematically assigning pixels of
foreground blobs to simple geometrical models of objects, taking
into account object’s appearance. Occlusion reasoning is based on
the concept of ‘‘object permanence”.

Our method is based on the approach proposed in [1]. As al-
ready stated in Section 1, the tracker proposed in [1] successfully
tracks multiple skin color objects in images acquired by a possibly
moving camera and can handle partial occlusions and short term
full occlusions. Prior training is required to obtain the color model
of the objects to be tracked. In this paper, we use background sub-
traction to find the image regions that are occupied by moving ob-
jects and thus we are able to use color information to track objects
of different colors and to explicitly reason about occlusions. There-
fore, our method assumes a steady camera for image acquisition
but can handle many more cases of object appearance and interac-
tions than [1].

Inspired by [6], our approach reasons about occlusions by rely-
ing on the concept of ‘‘object permanence”. The authors in [6] use
background subtraction, color, shape and spatial distribution to
track objects in the presence of occlusions. Despite the fact that
the two approaches share some methodological aspects, some
key features allow our method to cope with a broader spectrum
of situations. First of all, the work in [6] employs distinct region
and object level tracking mechanisms. The evaluation of the region
level correspondences is based solely on the shape and the dis-
placement of the candidate regions (blobs). In our method, we omit
this level by assigning blobs (regions) to object hypotheses in a di-
rect manner that makes use of predicted object displacement,
shape and color. By taking into account richer information about
objects, errors in blob association are avoided. The major difference
between the two methods is the treatment of objects of similar
appearance. If two similar objects share the same blob, the method
in [6] is forced to assign each pixel to a single object by using infor-
mation about color and distance. This hard decision is bound to
misclassify pixels and eventually distort the object models. The
longer similar objects share the same blob the harder it gets to ob-
tain the correct object shape and to acquire the correct object to re-
gion association when the region splits again. On the contrary, our
method detects objects of similar appearance and uses the data
association mechanism of [1]. Thus, depending on the spatial and
appearance proximity of pixels to object models, pixels may be as-
signed to more than one object hypotheses.

The proposed method was successfully tested in the complete
data set of [6]. Given the fact that the aforementioned data set does
not contain even small interactions between objects of similar
appearance, we tested our method on additional image sequences
showing complex interaction between such objects (‘‘lemons” and
‘‘buckets” sequences). The obtained experimental results demon-
strate that the developed tracking methodology can successfully
handle occlusions in challenging situations. The tracker incorpo-
rates and maintains very simple models of object shape, appear-
ance and motion. This makes the tracker simple, fast and generic
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in the sense that no strong assumptions are imposed on the char-
acteristics of the tracked objects. Our approach is expected to fail
when objects to be tracked have too complex shapes and appear-
ance or move with irregular motion patterns. Moreover, in our ap-
proach, successful background subtraction is an important factor
that affects tracking. This is because background subtraction deter-
mines where in the scene action takes place and, therefore, what
needs to be represented, modeled and associated between consec-
utive frames. If background subtraction has many false negatives, a
single object may appear as a set of disconnected foreground blobs.
This violates the main assumption, that a single object can give rise
to a single blob. As a result, more than one object hypotheses will
be generated for a single object. On the other hand, if background
subtraction results in too many false positives, objects will be
mixed with the background and their appearance models may drift
and fail to accurately represent them. Towards removing these
drawbacks, future research will consider the use of more elaborate
spatial and appearance models that will provide more accurate ob-
ject representations. Additionally, tracking results might be im-
proved by a soft assignment of foreground pixels to object
hypotheses as opposed to the current approach which bases this
assignment on the strict notion of blob connectedness.
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