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Abstract

We present MocapNET, an ensemble of SNN [28] encoders that estimates the 3D
human body pose based on 2D joint estimations extracted from monocular RGB images.
MocapNET provides an efficient divide and conquer strategy for supervised learning. It
outputs skeletal information directly into the BVH [41] format which can be rendered in
real-time or imported without any additional processing in most popular 3D animation
software. The proposed architecture achieves 3D human pose estimations at state of the
art rates of 400Hz using only CPU processing.

1 Introduction
Human body pose estimation/recovery (HPR) has received a lot of attention from the com-
puter vision community due to its many important applications. A great volume of research
has been carried out using a variety of methodologies [13, 42, 52, 58] but arguably, the
biggest advances in the field have been achieved recently thanks to the developments in deep
learning and convolutional neural networks. However, despite recent advancements, motion
capture (MOCAP) systems still remain dependent on expensive multi-camera setups [46] and
cumbersome motion capture suits that feature physical markers to facilitate pose estimation.

Our work presents an effort towards human motion recovery of good quality, which is,
nevertheless, achievable at low hardware, setup and operational costs. In contrast to existing
methods that try to handle what is essentially the input equivariance problem using extensive
architectures, we have chosen an alternate route. Instead of deriving a formulation that treats
extraction of joint rotations as the final module of a computationally long chain of discrete
steps, we attempt to treat the problem at its core by training a feed-forward network (FNN)
that directly regresses joint rotations from 2D input. By decomposing the input and output
spaces, we eventually reduce the complexity of the task so that simple and fast to compute
FNNs can tackle it. This divide and conquer idea is evident in all of our design choices.
The high-dimensional input of localized 2D joints is difficult to be directly correlated to
output angles, so it is converted to a richer representation we have named Normalized Signed
Distance Matrices (NSDMs). NSDMs (described in Section 3) are an alternate formulation
of Euclidean Distance Matrices (EDMs) [32, 33] that in addition to translation invariance
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