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Abstract—We introduce a real-time method that estimates the
3D human pose directly in the popular Bio Vision Hierarchy
(BVH) format, given estimations of the 2D body joints originating
from monocular color images. Our contributions include: (a) A
novel and compact 2D pose representation. (b) A human body
orientation classifier and an ensemble of orientation-tuned neural
networks that regress the 3D human pose by also allowing for
the decomposition of the body to an upper and lower kinematic
hierarchy. This permits the recovery of the human pose even
in the case of significant occlusions. (c) An efficient Inverse
Kinematics solver that refines the neural-network-based solution
providing 3D human pose estimations that are consistent with
the limb sizes of a target person (if known). All the above
yield a 33% accuracy improvement on the Human 3.6 Million
(H3.6M) dataset compared to the baseline method (MocapNET)
while maintaining real-time performance (70 fps in CPU-only
execution).

I. Introduction
Human body pose estimation/recovery is a very active

research topic with a great variety of important applications.
Recent innovations using deep learning-based approaches [1]
have demonstrated remarkable results. However, despite the
significant improvements in accuracy and performance, they
have not yet penetrated the commercial motion capture (MO-
CAP) market that still relies on systems that use cumbersome
MOCAP suits with inertial measuring units (IMUs) [2] or
physical markers and expensive multi-camera setups [3].

In this work we are particularly interested in real-time
methods for markerless human motion capture from RGB im-
ages. We present a method that is inspired by the MocapNET
3D pose estimator [7], the first end-to-end neural network
to directly convert 2D point clouds to BVH motion frames.
The improvements over MOCAPNET are threefold. First, we
propose a neural network ensemble that uses a novel 2D pose
representation we have coined Normalized Signed Rotation
Matrices (NSRMs). NSRMs require 16% less network param-
eters compared to the baseline method. Second, the proposed
network is much more robust to occlusions, as it allows
the decoupling of the human body into two separate (upper,
lower) kinematic hierarchies. Finally, we have developed a
novel and efficient Inverse Kinematics (IK) solver that refines
the DNN-based solution by taking into account possibly
known limb dimensions and camera parameters. Extensive
experimental results in standard datasets demonstrate that the
resulting method achieves a 33% accuracy improvement over

the baseline method, while maintaining real-time execution at
70 fps in CPU only execution. Moreover, extensive qualitative
experiments (see Figure 1) show that our work manages
to capture accurately the 3D pose of humans in RGB data
acquired “in the wild”.

II. RelatedWork

Advancements in neural networks for image classifica-
tion [8], [9] inspired research on human pose estimation
tasks. Early notable works like DeepPose [10] led to more
mature works like OpenPose [11], [12] that was the first
method to robustly and accurately solve the “in-the-wild”
2D pose estimation problem in real-time. As more meth-
ods effectively dealt with the 2D pose estimation problem,
the research frontier naturally progressed towards 3D pose
estimation. Several methods attempt 3D pose estimation in
one step, operating directly on RGB images. An excellent
recent survey of deep-learning methods for monocular pose
estimation from RGB sources is provided by Chen et al. [1].
3D human pose estimation methods include interesting recent
works like LCR-Net [13], [14], DensePose [15] and a variety
of other methods [16], [17], [18], [19], [20], [21] that achieved
impressive 3D pose estimation results directly from RGB data.

Our work belongs to the so-called “two-stage” approaches.
The first stage of these methods extracts 2D human joints
which are then lifted in 3D in the second stage. The method we
present in this paper is inspired by MocapNET [7] which we
consider as our baseline due to its very fast estimation speeds
and its direct BVH output. Another similar work is [22] that
utilizes the Euclidean Distance Matrix (EDM) encoding as its
input representation. Other recent relevant works include [23]
which directly models joint connections instead of having an
exhaustive joint-to-joint relation map to offer more features for
the neural network. Translation and rotation invariant features
have also been suggested [24], as well as representations that
handle rotation discontinuities [25] and works that better en-
code structural properties such as kinematic chain spaces [26].
The neural network we use shares the compact formulation
of [27] although it does not use residual connections or
physics simulations [28]. Although our method uses a BVH
armature [29] that targets the motionbuilder [30] armature,
many two-stage methods [31], [32] utilize the SMPL [33]
linear model and regress both 3D pose as well as 3D shape.
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