Occlusion-tolerant and personalized 3D human pose estimation in RGB images
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Abstract—We introduce a real-time method that estimates the 3D human pose directly in the popular Bio Vision Hierarchy (BVH) format, given estimations of the 2D body joints originating from monocular color images. Our contributions include: (a) A novel and compact 2D pose representation. (b) A human body orientation classifier and an ensemble of orientation-tuned neural networks that regress the 3D human pose by also allowing for the decomposition of the body to an upper and lower kinematic hierarchy. This permits the recovery of the human pose even in the case of significant occlusions. (c) An efficient Inverse Kinematics solver that refines the neural-network-based solution providing 3D human pose estimations that are consistent with the limb sizes of a target person (if known). All the above yield a 33% accuracy improvement on the Human 3.6 Million (H3.6M) dataset compared to the baseline method (MocapNET) while maintaining real-time performance (70 fps in CPU-only execution).

I. INTRODUCTION

Human body pose estimation/recovery is a very active research topic with a great variety of important applications. Recent innovations using deep learning-based approaches [1] have demonstrated remarkable results. However, despite the significant improvements in accuracy and performance, they have not yet penetrated the commercial market capture (MO-CAP) market that still relies on systems that use cumbersome MOCAP suits with inertial measuring units (IMUs) [2] or physical markers and expensive multi-camera setups [3].

In this work we are particularly interested in real-time methods for markerless human motion capture from RGB images. We present a method that is inspired by the MocapNET 3D pose estimator [7], the first end-to-end neural network to directly convert 2D point clouds to BVH motion frames. The improvements over MOCAPNET are threefold. First, we propose a neural network ensemble that uses a novel 2D pose representation we have coined Normalized Signed Rotation Matrices (NSRMs). NSRMs require 16% less network parameters compared to the baseline method. Second, the proposed network is much more robust to occlusions, as it allows the decoupling of the human body into two separate (upper, lower) kinematic hierarchies. Finally, we have developed a novel and efficient Inverse Kinematics (IK) solver that refines the DNN-based solution by taking into account possibly known limb dimensions and camera parameters. Extensive experimental results in standard datasets demonstrate that the resulting method achieves a 33% accuracy improvement over the baseline method, while maintaining real-time execution at 70 fps in CPU only execution. Moreover, extensive qualitative experiments (see Figure 1) show that our work manages to capture accurately the 3D pose of humans in RGB data acquired “in the wild”.

II. RELATED WORK

Advancements in neural networks for image classification [8], [9] inspired research on human pose estimation tasks. Early notable works like DeepPose [10] led to more mature works like OpenPose [11], [12] that was the first method to robustly and accurately solve the “in-the-wild” 2D pose estimation problem in real-time. As more methods effectively dealt with the 2D pose estimation problem, the research frontier naturally progressed towards 3D pose estimation. Several methods attempt 3D pose estimation in one step, operating directly on RGB images. An excellent recent survey of deep-learning methods for monocular pose estimation from RGB sources is provided by Chen et al. [1].

3D human pose estimation methods include interesting recent works like LCR-Net [13], [14], DensePose [15] and a variety of other methods [16], [17], [18], [19], [20], [21] that achieved impressive 3D pose estimation results directly from RGB data.

Our work belongs to the so-called “two-stage” approaches. The first stage of these methods extracts 2D human joints which are then lifted in 3D in the second stage. The method we present in this paper is inspired by MocapNET [7] which we consider as our baseline due to its very fast estimation speeds and its direct BVH output. Another similar work is [22] that utilizes the Euclidean Distance Matrix (EDM) encoding as its input representation. Other recent relevant works include [23] which directly models joint connections instead of having an exhaustive joint-to-joint relation map to offer more features for the neural network. Translation and rotation invariant features have also been suggested [24], as well as representations that handle rotation discontinuities [25] and works that better encode structural properties such as kinematic chain spaces [26].

The neural network we use shares the compact formulation of [27] although it does not use residual connections or physics simulations [28]. Although our method uses a BVH armature [29] that targets the motionbuilder [30] armature, many two-stage methods [31], [32] utilize the SMPL [33] linear model and regress both 3D pose as well as 3D shape.
Other methods [34], [35] use different models and perform regression on monocular data that, however, originate from an RGBD camera. Recent trends show the importance of high-level inference like the one we attempt since state of the art RGBD methods now even account for garments [36] and RGB methods have been proposed that combine body, hand and face pose estimation [37].

The Hierarchical Coordinate Descent (HCD) Inverse Kinematics (IK) module we present shares some similarities with FABRIK [38], however we only perform forward steps and we do not use 3D conic sections as a heuristic to improve 3D angles. Our method is inspired by non-linear least squared methods that are used by methods like CERES [39] and their internal implementation of the Levenberg-Marquardt [40], [41] algorithm. It is also conceptually similar to the semi-stochastic coordinate descent [42], however we do not rely on random selection of joints but instead use a hierarchical approach that processes all joints.

III. METHODOLOGY

Our method (see Figure 2) achieves 3D human pose estimation in three discrete steps, (a) computation of 2D joints and encoding them using a Normalized Signed Rotation Matrice (NSRM), (b) classification of a NSRM-based 2D human pose into four orientation classes and use of appropriate neural networks to regress it to a 3D pose and (c) Inverse Kinematics for fine-tuning and personalization of the obtained results. The neural networks in step (b) need to be trained in appropriate data sets containing ground truth by also employing data augmentation techniques. The output of our method is a BVH [29] file with 498 motion fields. This can be used to animate and render any rigged 3D mesh since this representation is compatible with a wide variety of 3D editing applications like Blender [5] and popular 3D graphics engines like Unity, etc. The BVH motion fields correspond to the degrees of freedom of the depicted human armature and can accommodate pose data about the body, the human face, hands as well as feet. The proposed body pose estimation method currently only populates 87 of the degrees of freedom of the armature, leaving the rest to their default values. The basic components of the above steps are described below in more detail.

Estimation of 2D joints: We use the OpenPose pose estimator [11], [12] on incoming RGB images to produce 2D human joints in the popular BODY25 [12], [43] format.

Normalized Signed Rotation Matrices (NSRMs): The estimated 2D joints hierarchy is encoded into two Normalized Signed Rotation Matrices (NSRMs), one for the upper body and one for the lower body. An NSRM is a novel scheme to encode 2D poses that is translation and scale invariant and efficient in terms of the total element count required to encode a 2D pose. It is conceptually similar to Euclidean Distance Matrices (EDMs) [44] and Normalized Signed Distance Matrices (NSDMs) [7]. EDMs are simple data representations that encode joints in relation to each other by storing their Euclidean distances. This makes poses invariant to translation. NSDMs are normalized to be invariant also to scale changes. However, their disadvantage is that they require two encoding channels, one for X and one for Y joint coordinates. NSRMs share the same design considerations as the other encodings while offering a lower total parameter count.

To describe NSRMs we must first further describe our input.
The employed BODY25 [43] 2D joint input consists of 25 2D points \( J_{2D} = \{ p_1, ..., p_{25} \} \) [12]. Out of those, we select subsets of 2D joints to create an NSRM matrix. In particular, the body hierarchy is split in upper and lower body to combat occlusions, so we define one NSRM for each part. To derive the upper body NSRM\(^u\) we use joints hip, l/r eye, neck, l/r shoulder, l/r elbow and l/r hand. For the lower body NSRM\(^l\) joints used are hip, r/l thigh, r/l knee, r/l heel and r/l big toe.

An NSRM associated with \( M \) joints is constructed as follows. The coordinates \( (a_x, a_y) \) of a participating 2D joint \( a \) are normalized to the input image frame dimensions and are thus bounded in the range [0, 1]. We also associate each such joint with a visibility parameter \( a_v \) provided by thresholding the OpenPose joint confidence values (1 if joint is visible, 0 if joint is occluded).

For each pair of 2D points \( a, b \) we can declare a new point \( c = (b_x,b_y-|b-a|) \) that is the point \( b \) translated vertically by the length of vector \( ab \). Using these three points and the \( \text{atan2} \) function [45] we can encode (Equation 1) the relation between points \( a \) and \( b \) as well as their relative rotation towards a fixed vertical axis, that is:

\[
\text{NSRM}\(^u\)(a,b,c) = \begin{cases} 
\text{atan2}(A_x B_z - A_z B_x, A_x B_y + A_y B_x) & a \neq b, \\
0, \text{otherwise}, & 
\end{cases}
\]

where \( A_x = b_x - a_x, A_y = b_y - a_y, B_x = c_x - b_x \) and \( B_y = c_y - b_y \). NSRM\(^u\)(a,b,c) is invariant to skeleton translation and scale. The representation encodes the relative position of joints (albeit using the rotation formed from triangle \( abc \)), as well as orientation (since \( bc \) is parallel to the \( y \) axis of the world). Finally, joint order is preserved through the sign of the \( \text{atan2} \) function. An advantage of this encoding compared to NSDMs [7] is that we can easily force alignment of all retrieved angles using a pivot point and rotation. In our body pose estimation scenario where humans typically stand upright this is not a very important characteristic but we predict that hand pose estimation using NSRM\(^u\) might benefit from the possibility of controlling the encoded rotation of the 2D joints by always aligning input matrices to a pivot point (e.g. hip to neck) in a way that makes the descriptor rotation invariant.

\( \text{NSRM}\(^l\) \) for upper and \( \text{NSRM}\(^l\) \) for lower body are formed by computing the respective NSRM for all joint pairs of the corresponding body part. Having all pairwise joint relations encoded in a matrix means that available features for the neural network can be readily leveraged in a relatively shallow and thin network without requiring too many operations. A great improvement compared to NSDMs [7] is that an NSRM is encoded in a single channel, as opposed to NSDMs that require two, one for the \( x \) and one for \( y \) joint coordinates. Thus, NSRMs use half the element count compared to NSDMs. For dense neural networks this amounts to a drastic parameter decrease.

The neural network ensemble: The NSRMs encoding a human skeleton are given as input to an orientation classifier that decides on the orientation of the depicted person. Depending on classifier output, we select the most qualified neural network ensemble to regress the NSRM matrices to a 3D pose. For our novel ensemble orientation classifier we use an 8 hidden layer, densely connected network with 322, 161, 107, 80, 64, 46, 40 and finally 36 parameters in each layer and SeLU activations starting from a dropout of 20% and set to 40% dropout after the 4th layer. The final layer uses a softmax activation to produce compatible results for our categorical cross-entropy loss function. Orientations are encoded using a one-hot encoding with four categories (front, back, left and right) with the correct category set to 1 and the rest set to 0 for our training samples. While using our classifier we use a winner-takes-all strategy treating the highest scoring classification as the correct orientation.

The neural network for 3D pose estimation uses 6 hidden layer self normalizing neural networks (SNNs [46]) of 152K weights for each encoder, \( \sim 6.3M \) parameters for each joint hierarchy, amounting to \( \sim 12.7M \) parameters for the aggregate ensemble as seen in Figure 3. This is a \( \sim 16\% \) improvement in
The modified dataset including the flagged incorrect pose files described will become publicly available for download.

An important design characteristic of our proposed network is that the upper body hierarchy is completely independent from the lower body part. This means that even in cases of extreme occlusions (i.e., having the whole lower body occluded) our method can still produce accurate pose estimation results for the upper body. This is in contrast to the baseline method that would completely fail in this case.

Leveraging the findings of research on neural networks [47], [48] we have introduced a much higher degree of dropout that starts at 20% and reaches 40% as seen in Figure 3 instead of the flat 20% dropout rate of the baseline method [7]. This seems to also have a positive effect on occlusion handling since the trained network learns to derive accurate results even if a big part of the data is missing. This also seems to amplify the benefits of the occlusion resistant properties of the separation of upper and lower body.

Besides SNNs, we performed experiments with many other candidate neural networks. Particularly interesting were experiments using convolutional layers that allowed similar training accuracy to the baseline dense network using only 15K weights for each encoder. However, such convolutional encoders proved to be prone to overfitting and produced noisy results after thorough testing on validation data.

Training the ensemble: We use Keras [49] and Tensorflow [50] as our deep-learning framework. Our networks are trained using the RMSProp optimizer with a batch size of 128, learning rate of 0.0002, $e = 10^{-6}$ and employing a variable epoch configuration depending on the difficulty of the joint. Hips and shoulders are considered difficult joints and are trained for 20 epochs. Elbows, knees, chest and neck joints are considered medium difficulty joints and are trained for 15 epochs, while the rest of the joints are considered easy and trained for 10 epochs. The loss function we use is mean squared error (MSE) between predicted and ground truth 3D joint rotations. We train one encoder for each degree of freedom of each joint hierarchy for each orientation class. SNN [46] layers are initialized with random samples from a truncated normal distribution centered at 0 with $\sigma = \sqrt{1/N}$ where $N$ is the number of input units in the weight tensor.

As we gradually train encoders, instead of starting from scratch, we load the weights of neighboring joint encoders to retain knowledge previously acquired in our training session. We perform early-stopping by monitoring loss and terminating training if loss delta is less than 0.001 in 5 or more consecutive training epochs. We also use model checkpoints [51] so that each training session returns the best loss achieved, regardless of the epoch it was encountered. This helps against overfitting.

Training dataset filtering: To train the neural network part of our method we employ the BVH conversion [52] of the Carnegie Mellon University MOCAP dataset [53]. We use datasets 1 to 144 each of which contain various actions like jumping, dancing, walking and climbing. A pitfall we encountered is that 187 of the 2535 BVH files [52] have corrupted arm or leg angles, so we manually discarded incorrect files. We also appended the original joint hierarchy with a complete facial rig as well as feet that also model toes.

The BVH files have some degree of repetition because they are recorded in high frame rate and because each action is repeated several times (see Figure 4). This skews the training procedure as it overemphasizes over-represented poses against some interesting, under-represented ones. Thus, we filtered the original dataset (see Figure 4) and discarded 30% of the poses where all joints where clustered around the same positions, leaving approximately 2.2M training poses. This is another improvement compared to the baseline [7] method that, due to no dataset pose filtering, had to be trained on a much smaller selection of CMU actions leading to poorer overall training pose diversity. The clustering tool is available in the github repository [54].

Training dataset augmentation: The dataset depicts persons performing actions in fixed trajectories, so to further enrich it we augment it by randomizing the location of the observed skeleton for each frame. Directly randomizing the 3D coordinates of the skeletons leads to sub-optimal 2D coverage of the
input frame. Instead, we pick a random 2D point on the virtual camera frame and then pick a random depth value to create our randomized point. This way the randomization covers more uniformly the whole view frustrum.

A second data augmentation procedure diversifies the recorded 3D joint configurations. The perturbations use uniform random values so that the new value is at most \( \pm x^\circ \) away from the original orientation. We perturb the r/l shoulder by \( \pm 30^\circ \), r/l elbow \( \pm 16^\circ \), abdomen and chest by \( \pm 10^\circ \), r/l hip \( \pm 30^\circ \) and r/l knee \( \pm 10^\circ \).

A final data augmentation concerns the orientation randomization of the human skeletons on the basis of the four considered orientation classes. Therefore, we split randomization in four quadrants (front, back, left, right). All quadrants have the same limits for rotations on the x and z axis (\(-35^\circ \leq r_x \leq 35^\circ\) and \(-35^\circ \leq r_z \leq 35^\circ\)). The orientation \( r_x \) is split into overlapping quadrants of \( 100^\circ \) each, to ensure proper handling in the case of marginally inexact orientation classification. This class separation scheme not only allows smaller, more accurate and higher-performance neural networks that have an easier task to accomplish, but also mitigates neural network learning problems due to angle discontinuities [25].

These filtering and augmentation processes result in \(~2.2M\) poses per orientation class. Thus, the final “ensemble of ensembles” is trained with over \(8.8M\) poses, however, without needing to generalize to all of them at once or contain them all in RAM during training.

Hierarchical Coordinate Descent (HCD) inverse kinematics: The inverse kinematics solver is used to refine the pose regressed by the neural network. IK solvers typically rely on a non-linear least squares optimizer, with the CERES [39] solver being a very popular choice. However, from a computational point of view, this is an expensive operation. In our 3D human pose estimation problem, we obtain consistently, fairly accurate joint estimations. Moreover, each neural network encoder is conditionally independent from the others. This suggests the appropriateness of an iterative solution to the pose refinement problem. Additional inspiration comes from the performance of efficient, heuristic IK methods like FABRIK [38] that iteratively traverse the kinematic chain by making individual improvements to each joint. Specifically, we think of our IK problem as the refinement of a hypothesis vector \( h \) that consists of individual 3D human pose parameters resulting from the neural network of the previous step. We also consider the objective function \( E_{2D} \) that quantifies the mean squared error (MSE) of the 2D joints projected, compared to the 2D joints observed.

\[
E_{2D}(h, o) = \frac{1}{m} \sum_{i=1}^{m} \sum_{j=1}^{n_j} (\hat{y}_{ij} - \bar{y}_{ij})^2.
\]

We assume that changes in, e.g., the parameters of the left arm will not affect errors on the right leg, therefore we decompose the human body into 6 kinematic chains. The first kinematic chain \( C_1 \) consists of hips, shoulders and neck. The rest of the kinematic chains are \( C_2 \) (abdomen, neck, shoulders), \( C_3 \) (right shoulder, elbow, hand), \( C_4 \) (left shoulder, elbow, hand), \( C_5 \) (right hip, knee, heel, toe) and \( C_6 \) (left hip, knee, heel, toe).

For a certain kinematic chain, we define an iterative error minimization scheme. At the \( n^{th} \) iteration of this process, we modify each parameter \( c \) of the chain by \( d^n_c \) defined as:

\[
d^n_c = \beta d^{n-1} + l_t \left( \frac{E_{2D}(h_{n-1}, o) - E_{2D}(h_n, o)}{2(d^{n-1} + \epsilon)} \right).
\]

In the above equation, \( \beta \) is a momentum control parameter we set to 0.9 and \( \epsilon = 0.0001 \) is used to avoid division by zero. \( l_t = 0.001 \) is a learning-rate-type of parameter that controls the rate at which the change of the error affects the change of a parameter. For a certain joint of the kinematic chain, we alternate between its x, y and z rotational parameters for 30 epochs and only accept combined value updates if the achieved objective function is improved compared to the initial starting point. We finish the procedure after going through every joint of the kinematic chain for 5 iterations. We experimentally identified the 5 iteration sweet-spot after synthetic experiments on CMU [53] data as seen in Fig 5 (right). Kinematic chains are optimized in groups, with the first being \( C_1, C_2 \), followed by \( C_3 \) to \( C_6 \) which can be considered in parallel.

IV. Experiments

We base the quantitative evaluation of the proposed method on the Human 3.6M (H36M) [55] dataset which is used to compare a variety of methods [37], [7], [66], [67], [58], [16], [59], [60], [61], [62], [63], [19], [13], [64], [35], [17], [68]. Evaluation on H36M is performed through specified protocols that use mean per joint estimation error (MPJPE) after Procrustes alignment [69] of the output of a method compared to the ground truth. The H36M protocol 1 dictates training on subjects 1, 4, 6, 7, 8 and testing on subjects 9 and 11 on 2D points originating from all available cameras.
Fig. 5. Proposed method accuracy with (left) and without (middle) the HCD IK module for various levels of Gaussian noise on H36M [55] 2D input. Right: Synthetic experiments on CMU [53] data. Varying the HCD iterations parameter reveals a performance/accuracy sweet-spot at 5 iterations.

### Comparison of our method with the baseline approach [7] with respect to the MPJPE error metric. Methods are trained on CMU and tested using H36M Blind Protocol 1.

| Input | Dir | Dis | Eat | Gre | Pho | Pos | Par | Sf | Smo | Pho | Wai | Wal | Dog | Wat | Stt | Avg |
|-------|-----|-----|-----|-----|-----|-----|-----|----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| Ours (NN+HCD) | 69 | 78 | 92 | 78 | 100 | 79 | 134 | 141 | 97 | 89 | 84 | 85 | 102 | 81 | 165 | 108 |
| Ours (NN only) | 88 | 105 | 116 | 99 | 120 | 102 | 152 | 165 | 127 | 116 | 114 | 112 | 146 | 98 | 180 | 122 |

### Comparison of methods tested on H36M Protocol 1. 1st row: MPJPE in mm (the smaller, the better). 2nd row: ratio of achieved frame rate over MPJPE (the larger, the better).

<table>
<thead>
<tr>
<th>[55]</th>
<th>[7]</th>
<th>NN</th>
<th>[56]</th>
<th>[57]</th>
<th>[58]</th>
<th>[59]</th>
<th>NN+HCD</th>
<th>[60]</th>
<th>[61]</th>
<th>[62]</th>
<th>[63]</th>
<th>[64]</th>
<th>[55]</th>
<th>[7]</th>
<th>[65]</th>
</tr>
</thead>
<tbody>
<tr>
<td>162</td>
<td>160</td>
<td>122</td>
<td>119</td>
<td>118</td>
<td>116</td>
<td>113</td>
<td>108</td>
<td>108</td>
<td>107</td>
<td>101</td>
<td>93</td>
<td>88</td>
<td>88</td>
<td>88</td>
<td>82</td>
</tr>
<tr>
<td>N/A</td>
<td>2.5</td>
<td>2.0</td>
<td>N/A</td>
<td>&lt;0.1</td>
<td>&lt;0.1</td>
<td>&lt;0.1</td>
<td>0.6</td>
<td>N/A</td>
<td>N/A</td>
<td>0.01</td>
<td>1.8</td>
<td>0.28</td>
<td>N/A</td>
<td>0.46</td>
<td>0.38</td>
</tr>
</tbody>
</table>

An important consideration is that the baseline method we are improving upon [7] does not train on any subjects provided by H36M. Therefore, in order to assure a fair comparison, we also performed experiments without training on H36M samples. Hence, following [7], we also label the protocol for our quantitative experiments as Blind P1 (BP1).

**Comparison to the baseline:** The obtained results are summarized in Table I. The compared methods are (a) NN+HCD, the full proposed solution, (b) NN, the estimation provided by the neural network component of our method (no HCD) and (c) MocapNET, the baseline approach [7]. Table I reveals that the proposed solution (NN+HCD) is superior compared both to the network-only solution and to the baseline, by a great margin. Importantly, the network-only solution of our approach, is also superior to the baseline, a fact that we attribute to our superior 2D joints encoding, the twice as many orientation categories and the more elaborate orientation classifier. H36M [55] quantitative tests do not feature scene occluders so occlusions are tested using in-the-wild videos with cases of severe occlusions (last 3 examples on bottom row of Fig 6) the baseline method predictably breaks down providing incoherent results, since its single NSDM [7] matrices are architecturally not designed to deal with this scenario. Each missing joint eliminates one line and one column of the matrix and even with a few occlusions matrices become extremely sparse causing neural network convolutions to only produce corrupted poses. The proposed approach however is much more robust to these scenarios.

**Evaluation with respect to noise tolerance:** In order to assess the robustness of our approach to noise, we repeated the above evaluation assuming different levels of noise contamination of the input 2D joints. Specifically, we considered ground truth 2D joint positions contaminated errors following the normal distribution $N(\mu, \sigma^2)$. Figure 5 illustrates the relevant results by showing the percentage of joints that are estimated within a certain distance from their ground truth positions for different noise levels. We observe that when 2D joints are accurate, the inverse kinematics provides a consistent improvement. As noise becomes more intense, the performance are degraded performing some kind of internal pose filtering.

**Comparison to SoTA:** Comparison to other methods is summarized in Table II. Keeping in mind that the neural network ensemble is evaluated at sustained rates of over 250fps on CPU execution when executed on a relatively dated i7-4790 CPU and over 70fps when using both the neural network and the unoptimized HCD module, we believe that we achieve a very good balance in the performance/accuracy trade-off. Moreover, we stress that, contrary to the rest of the evaluated...
methods, our method has not been trained with any of the H3.6M data, therefore, the comparison is disadvantageous to our method. Last but not least, our method always outputs anatomically valid results that comply to the same joint dimensions, compared to methods that ignore joint dimensions and relevant constraints.

**Qualitative evaluation:** For the qualitative assessment of the proposed method we used RGB videos collected from the web. The BVH files that were output by our method were loaded in Blender [5] where we animated a skinned model created using MakeHuman [6] to visualize the results. Indicative results of single frame pose estimation can be seen in Figure 1. Still shots from the aforementioned YouTube videos can be seen in Figure 6 in comparison to the results of the baseline approach [7]. We observe improved accuracy over the baseline approach, especially in the case of considerable joint occlusions. Failure cases arise when supplying erroneous dimensions, compared to methods that ignore joint dimensions and relevant constraints.

We presented a series of novel ideas and methods that allow 3D human pose estimation at a 33% accuracy improvement compared to the closest competing method. Our method receives RGB images and can directly derive poses in the popular BVH format in real-time allowing a variety of interesting applications and achieving a very good accuracy/performance ratio. We also believe that the techniques described here offer an interesting divide-and-conquer approach that can be generalized and extended to accommodate hand and face pose estimation. This constitutes our next research goal. The research presented, along with its supplementary material and source code are publicly available [54].
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