How well does your Instance Matching system perform? Experimental evaluation with LANCE
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Abstract. Identifying duplicate instances in the Data Web is most commonly performed (semi-)automatically using instance matching frameworks. However, current instance matching benchmarks fail to provide end users and developers with the necessary insights pertaining to how current frameworks behave when dealing with real data. In this paper, we present the results of the evaluation of instance matching systems using \textsc{Lance}, a domain-independent, schema agnostic instance matching benchmark generator for Linked Data. \textsc{Lance} is the first benchmark generator for Linked Data to support semantics-aware test cases that take into account complex OWL constructs in addition to the standard test cases related to structure and value transformations. We provide a comparative analysis with benchmarks produced using the \textsc{Lance} framework for different domains to assess and identify the capabilities of state of the art instance matching systems.

1 Introduction

\textit{Instance matching (IM)}, refers to the problem of identifying instances that describe the same real-world object. With the increasing adoption of Semantic Web technologies and the publication of large interrelated RDF datasets and ontologies that form the Linked Data (LD) Cloud, a number of IM techniques adapted to this setting have been proposed \cite{1,2,3}.

Clearly, the large variety of IM techniques requires their comparative evaluation to determine which technique is best suited for a given application. Assessing the performance of these systems generally requires well-defined and widely accepted benchmarks to allow determining the weak and strong points of the methods or systems, as well as for motivating the development of better systems to overcome the identified weak points. Hence, properly designed benchmarks help push the limit of existing systems \cite{4,5,6,7}, advancing both research and technology.

Recently \textsc{Lance} \cite{8}, a state-of-the-art benchmark generator for benchmarking instance matching systems in the LD context was introduced. \textsc{Lance} is a flexible, generic, domain-independent and schema-agnostic benchmark generator for IM systems. \textsc{Lance} supports a large variety of value, structure based and semantics-aware transformations with varying degrees of difficulty. The results
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of these transformations are recorded in the form of a weighted gold standard that allows a more fine-grained analysis of the performance of instance matching tools. Details on the different transformation types, our weighted gold standard and metrics, as well as the evaluation of our system can be found in [8].

In the current paper, our focus lies on evaluating state-of-the-art instance matching systems with benchmarks produced using the LANCE framework. The purpose of this evaluation is to provide further insights on the weak and strong points of different IM systems, that would be complementary to the ones already established in [8]. In particular, we evaluate the effect of using different datasets as input to the benchmark generator module of LANCE, and show that the performance of IM systems is not only affected by the benchmark creation process itself, but also by the characteristics of the input dataset that was used to generate the benchmark. For our tests, we used SPIMBENCH [7] and UOBM [9] datasets.

2 LANCE Approach

Here, we give the basic features of LANCE. The interested reader can find more details in [8]:

**Transformation-based test cases.** LANCE supports a set of test cases based on transformations that distinguish different types of matching entities. Similarly to existing IM benchmarks, LANCE supports value-based (typos, date/number formats, etc.) and structure-based (deletion of classes/properties, aggregations, splits, etc.) test cases. LANCE is the first benchmark generator to support semantics-aware test cases that go beyond the standard RDFS constructs and allow testing the ability of IM systems to use the semantics of RDFS/OWL axioms to identify matches and include tests involving instance (in)equality, class and property equivalence and disjointness, property constraints, as well as complex class definitions. LANCE also supports simple combination (SC) test cases (implemented using the aforementioned transformations applied on different triples pertaining to the same instance), as well as complex combination (CC) test cases (implemented by combinations of individual transformations on the same triple).

**Similarity score and fine-grained evaluation metrics.** LANCE provides an enriched, weighted gold standard and related evaluation metrics, which allow a more fine-grained analysis of the performance of systems for tests with varying difficulty. The gold standard indicates the matches between source and target instances. In particular, each match in the gold standard is enriched with annotations specific to the test case that generated each pair, i.e., the type of test case it represents, the property on which a transformation was applied, and a similarity score (or weight) of the pair of reported matched instances that essentially quantifies the difficulty of finding a particular match. This detailed information allows LANCE to provide more detailed views and novel evaluation metrics to assess the completeness, soundness, and overall matching quality of an IM system on top of the standard precision/recall metrics. Thus, LANCE provides fine-grained information to support debugging and extending IM systems.
High level of customization LANCE provides the ability to build benchmarks with different characteristics on top of any input dataset, thereby allowing the implementation of diverse test cases for different domains, dataset sizes and morphology. This makes LANCE highly customizable and domain independent;

Implementation of LANCE. LANCE is a highly configurable instance matching benchmark generator for Linked Data that consists of two components: (i) an RDF repository that stores the source datasets and (ii) a test case generator (see Figure 1). The test case generator takes as input a source dataset and produces a target dataset that implements various test cases according to the specified configuration parameters to be used for testing instance matching tools. It consists of the Initialization, the Resource Generator and the Resource Transformation modules.

- Initialization module reads the test case generation parameters and retrieves by means of SPARQL queries the schema information (e.g., schema classes and properties) from the RDF repository that will be used for producing the target dataset.

- The Resource Generator uses this input to retrieve instances of those schema constructs from the RDF repository and passes those (along with the configuration parameters) to the Resource Transformation Module.

- The Resource Transformation module returns for a source instance $u$, the transformed instance $u'$ and stores this in the target dataset; this module is also responsible in producing an entry in the gold standard. Once LANCE has performed all the requested transformations, the Weight Computation Module calculates the similarity scores of the produced matches. The configuration parameters specify the part of the schema and data to consider when producing the different test cases as well as the percentage and type of transformations to consider. More specifically, parameters for value-based test cases specify the kind and severity of transformations to be applied; for structure and semantics-aware test cases, the parameters specify the type of transformations to be considered. The idea behind configuration parameters is to allow one to tune the benchmark generator into producing benchmarks

---
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of varying degrees of difficulty which test different aspects of an instance matching tool. LANCE is implemented in Java and in the current version we use OWLIM Version 2.7.3. as our RDF repository.

3 Experimental Results

Settings. Our evaluation focused on demonstrating the capability of our benchmark generator in assessing and identifying the strengths and weaknesses of instance matching systems. For this purpose, we evaluated LogMap Version 2.4 [10] using the MoRe [11] reasoner, OtO [12] and LIIMES [2] running the EAGLE [13] algorithm. We chose these tools because they are prototypical working instances of existing IM systems. Attempts to evaluate systems such as RiMOM-IM [14], COMA++ [15] and CODI [16] with LANCE were not successful due to issues from the systems’ side. We were not able to work with RiMOM-IM due to incomplete information regarding the use of the system; COMA++ supports instance-based ontology matching but does not aim for instance matching per se. CODI is no longer supported by their development team. LogMap considers both schema and instance level matching; OtO on the other hand, needs to be configured manually to implement instance matching tasks. The same holds for EAGLE, which can learn specifications and focuses on instance matching tasks only. In order to identify strong and weak points of state-of-the-art IM systems, we tested the tools at hand with difficult tasks in which we transform the entirety of the source dataset to produce the target dataset. All experiments were conducted on an Intel(R) Core(TM) 2 Duo CPU E8400 @3.00GHz with 8G of main memory running Windows 7 (64-bit).

Datasets. We used as source datasets produced by LDBC’s SPIMBENCH [7] and UOBM’s [9] data generators. SPIMBENCH datasets are described using a rich ontology with many different OWL constructs, in contrast with UOBM that employs a simpler ontology with many object and some datatype properties. For each generator (SPIMBENCH, UOBM) we produced two datasets, one with 10K triples and one with 50K triples. For SPIMBENCH those triples approximately correspond to 500 and 2.5K instances respectively and for UOBM to 2K and 10K.

Results. Figures 2 and 3 report the results for the different types of test cases and for the aforementioned datasets. In all cases, we measured recall, precision and f-measure, along with the similarity score and standard deviation.

Regarding the SPIMBENCH dataset, LogMap responds well to the value-based test cases having a high precision and recall (close to 0.75) but its performance degrades when the instances are involved in semantics-aware test cases giving low precision and recall (below 0.4). Despite of these results we claim that LogMap performs sufficiently well when faced with semantics-aware transformations since it is called to perform a matching task for highly heterogeneous datasets. OtO gives very good precision results for the value-based test cases but in some cases it is not able to find any match (recall is below 0.1).

The algorithm of EAGLE performs well when faced with syntactic transformations. Increasing changes to the topology of the underlying RDF graphs (the case of semantics-aware test cases) leads to a degradation of the performance of the algorithm. The performance of EAGLE is not consistent since it is non-deterministic and uses unsupervised learning.

The second experiment that we conducted compared the similarity scores as well as the standard deviation of the results of the systems with those of LANCE when the latter is used as a baseline. These metrics provide insights on the
Fig. 4. Standard Deviation for LogMap, EAGLE, OtO, for 10K and semantics-aware test cases for SPIMBENCH.

Fig. 5. Standard Deviation for LogMap and OtO, for 10K and structure-based test cases for UOBM.

Fig. 6. Similarity score distribution for LogMap, EAGLE, OtO, for 10K and semantics-aware test cases for SPIMBENCH. The similarity score of the benchmark is also shown (column LANCE).

ability of the systems to address the challenges proposed by LANCE benchmarks. Figures 4 and 5 give the standard deviation and similarity scores for all three systems and for the semantics-aware test case for the 10K triples SPIMBENCH dataset. They also show the values for LANCE in order to have a baseline for comparison. We can see that LogMap reports scores and standard deviation close to the ones given by LANCE verifying that it can address the “difficult” test cases. EAGLE and OtO report lower similarity scores and standard deviation, meaning that they cannot address the challenges imposed by the, harder, semantics-aware test cases.

For UOBM, we ran LogMap and OtO, but not EAGLE because we were not able to correctly initialize it. UOBM datasets seem to be more “difficult” for both IM systems, and this difficulty stems from the dataset itself, rather than from the transformations imposed by LANCE. In particular, an important source of difficulty for the systems derives from the fact that the URIs of the instances in the dataset look very similar to each other, so even the change of a URI can lead to false positives or false negatives. To conclude, LogMap does not respond
well to any of the categories, but its performance is not affected by the dataset size. On the other hand, OtO responds better, but is affected negatively when the dataset gets larger. Figures 5 and 7 give the standard deviation and similarity scores for both systems and for the structure-based test case for the 10K triples UOBM dataset. We can also see that OtO reports scores and standard deviation results slightly closer to the ones given by LANCE than LogMap, verifying that it can address more difficult test cases.

![Fig. 7. Similarity score distribution for LogMap and OtO, for 10K and structure-based test cases for UOBM. The similarity score of the benchmark is also shown (column LANCE).](image)

In our previous evaluation [8], we showed how the different types of transformations affected the performance of IM systems when tested using LANCE. The current work shows that the dataset used as a source for generating the benchmark is also an important factor that may affect such performance. This conclusion is derived by the fact that, even though we used the same parameters for the transformations in SPIMBENCH and UOBM and for all sizes, the systems did not respond similarly in the two datasets and dataset sizes as one might expect. This phenomenon was explained in Section 3, but note that our conclusions do not necessarily generalize to other datasets. This is a novel insight that we plan to exploit further by determining the dataset characteristics that are critical for this effect (e.g., dataset structure, URI format and scheme, dataset domain, etc.).

4 Conclusions

In our previous work we introduced LANCE, an instance matching benchmark generator focusing on benchmarking instance matching systems for Linked Data. LANCE is a domain-independent, highly modular and configurable generator that can accept as input any linked dataset and its accompanying schema to produce a target dataset implementing matching tasks of varying levels of difficulty.

In the current paper, we ran experiments which used benchmarks generated by LANCE to evaluate state-of-the-art IM systems. These experiments should be viewed as an addendum to the experiments appearing in [8], and have provided
additional insights on the factors that affect the performance of an IM system. In fact, it was shown that it is not only the types (and difficulty) of the transformations imposed by LANCE that affect a system’s performance, but also the characteristics of the source dataset may play an important role.

In the future, we plan to study further this observation by pinpointing those characteristics of a dataset that have the most important effect on the systems’ performance. Regarding LANCE itself, we will consider extensions for spatial and streaming data; we also intend to work with datasets that include blank nodes thereby creating more challenging tasks for instance matching tools. Furthermore, we plan to study the frequency of appearance of the various types of transformations in real datasets in order to be able to propose mixes of different transformations that are more realistic with respect to actual datasets.
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