Sparse Representations on DW-MRI: A study on pancreas
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\textbf{Abstract}—This paper presents a method for reducing the Diffusion Weighted Magnetic Resonance Imaging (DW-MRI) examination time based on the mathematical framework of sparse representations. The aim is to undersample the b-values used for DW-MRI image acquisition which reflect the strength and timing of the gradients used to generate the DW-MRI images since their number defines the examination time. To test our method we investigate whether the undersampled DW-MRI data preserve the same accuracy in terms of extracted imaging biomarkers. The main procedure is based on the use of the k-SVD and OMP algorithms, which are appropriate for the sparse representations computation. The presented results confirm the hypothesis of our study as the imaging biomarkers extracted from the sparsely reconstructed data have statistically close values to those extracted from the original data. Moreover, our method achieves a low reconstruction error and an image quality close to the original.
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I. INTRODUCTION

Magnetic Resonance Imaging (MRI) is a medical imaging technique widely used in radiology in order to acquire anatomical and functional images to assess pathophysiology. MRI involves different techniques and imaging protocols depending on the organ/pathology imaging. A well-known such technique is the Diffusion-Weighted Imaging (DWI) which provides significant information about tissue cellularity and microstructure. DWI most characteristic index is the so-called \textit{b-value}, a parameter which controls the sensitivity of DWI contrast to the water mobility. Although this technique has been used since mid-1980\textquotesingle for characterizing pathophysiology in an efficient and non-invasive way, the long examination time remains an issue in many clinical imaging applications. According to the organ examined, a proportionately significant number of b-values is required, which practically equals to further acquisition time.

DWI aims to generate diffusion weighting in an image, i.e. a restricted diffusion \textquoteleft\textquoteleft threshold\textquoteright, which is based on the choice of the applied b-value. Specifically, in healthy areas, water molecules are not stationary while in pathological conditions, such as in tumours, this motion is restricted by the presence of many abnormal cells (hypercellularity). As a result, molecules signal intensity (basically of voxel of interest-VOI) is measured and thus it is considered necessary to apply both low (0-50 s/mm\textsuperscript{2}) and high (up to 800 s/mm\textsuperscript{2}) b-values, so as to acquire slices with multiple contrasts in order to achieve better evaluation of malignancy indication [1]. To this end, this procedure helps clinicians to extract significant biomarkers from representative motion models, such as the Intravoxel Incoherent Motion (IVIM) model. These biomarkers can be interpreted appropriately by clinicians, giving though extra information about the examined disease. A thorough review can be found in [2].

In the past many researchers have focused on the solution of reducing the MRI examination time problem. Compressive Sensing techniques have widely used on MRI, by basically undersampling the k-space [3]. Other studies, which are based on CS methods, provide a principled approach to undersample the number of acquired slices or the number of the pixels from each slice. On the other hand, our spatial-domain-based method tries to reduce the DWI data acquisition time in terms of b-values via sparse representations. Our working hypothesis is to sample 3 (out of 8) b-values but provide the whole examination to the clinicians, in the end, by synthetically computing the missing ones. Moreover, the proposed methodology not only undersamples the number of the b-values but also the number of the pixels/patches of the available data in each b-value image acquisition. Finally, an IVIM model’s biomarkers analysis is applied to ensure that there aren’t any accuracy compromises in the biomarkers extracted from the sparse data.

The rationale behind this work lies on the fact that a Sparse Representation technique could probably reduce the necessary b-values for the extraction of clinically significant biomarkers. This in turn means that the long examination time could be reduced, alleviating patient discomfort and allowing more examinations within the hospital working hours leading to a positive socioeconomic effect in the healthcare system. A first challenge therefore is to reduce the number of the acquired data from 8 (according to the pancreas examinations) to 3 b-values, two low and one high. After that, the most significant results evaluation concerns the IVIM biomarkers statistical analysis, i.e. the original and the synthetic to be as close as possible, and finally to achieve a reconstructed image quality not far from the original.

II. MATERIAL AND METHODS

The sparse representations framework has become a powerful tool with valuable results in many fields such as machine learning and signal-image processing [4,5,6]. This technique belongs to the Compressed Sensing (CS) family.
It is based on two steps, the sparse coding and the dictionary learning. Sparse Representation method’s basic procedure is to employ a few feature/atoms from a learned dictionary and with the use of a sparse coefficient manage to approximately reconstruct the whole original data/examination based on the use of only 3 out 8 b-values. There exists a variety of suitable algorithms for the Sparse Representation method, although in this work was used a combination of two simple, efficient and fast algorithms, the Orthogonal Matching Pursuit (OMP) and the k-Singular Value Decomposition (k-SVD) for the computation of the sparse coefficient and the learning of the dictionary procedure, respectively. In the next subsection the proposed methodology is described.

The problem that we tried to solve is presented in equation (1). It is important to understand that the sparse representation problem is based on two interrelated steps, the computation of the dictionary A and the computation of the sparse representation X.

\[
m_{\text{in}}[\|Y - AX\|_2^2] = \text{subject to: } \|x_i\|_0 \leq T_0, \forall i
\]

(1)

In equation (1), \(Y \in R^{72 \times 1}\) denotes the original data of patch size 3 x 3 (and for 8 b-values), \(A \in R^{72 \times K}\) is the training dictionary of number of atoms/columns \(K\) and \(X \in R^{K \times 1}\), the sparse coefficient vector. The zero-norm counts the non-zero elements of \(x\) while \(T_0\) denotes the sparsity level. In the above problem, we minimize the reconstruction error between the original patch-images and the reconstructed \((AX)\), computed by using our method. As mentioned, the two basic steps are the sparse coding level and the dictionary update stage. Each one of them worked alone, i.e. it was kept fixed in order to take two convex optimization problems (as alone is a non-convex one). Finally, \(F\) is the Frobenius norm.

A. Sparse Coding

Matching Pursuit (MP) is an iterative greedy algorithm which finds the sparse representation of a signal-image. At each iteration, MP algorithm aims to find the atoms which have the highest correlation with the approximation error. The final sparse solution is given by combining the selected atoms with a weight corresponding to their correlated values. In this study the OMP algorithm is used, a fast and precise method. The only difference with the MP is that OMP updates the coefficients of all previously selected atoms per iteration. Through this method, \(x\) is computed (a vector with a lot of zero elements).

B. Dictionary Update

Suitable for this stage was the k-SVD algorithm. This algorithm is simple, fast and flexible. It does not work alone but in conjunction with any Matching Pursuit (MP) algorithm. Its main procedure is the \(k_{th}\) column/atom update of the dictionary each time. The dictionary is trained through samples, i.e. patches of the available images-data. The algorithm’s goal is to converge in 100 iterations, i.e. the reconstructed data should be as close to the original as possible. Through this method, \(A\) is computed (a matrix that based on \(x\) sparse gives the reconstructed results). Note that the atoms/columns of a dictionary have to be normalized (norm equal to one). Moreover, \(A\) has to be overcomplete, i.e. the number of atoms has to be much larger than its rows. At this level of our analysis, imagine that a dictionary has trained.

C. Reconstruction

At this point, a dictionary has been trained. At last, the final procedure is the examination reconstruction. As we aimed to reduce the number of the acquired b-values, the dictionary used was of smaller size than the trained one. To be more specific, imagine that clinicians acquire 3 out of 8 b-values needed for pancreas. A dictionary of size \(27 \times K\) is available. Then by the already trained dictionary of size \(72 \times K\) the whole examination, through a procedure that will be analysed, is computed.

At the experimental procedure, all possible 3 b-value combinations were checked. Practically, by finding the best 3 b-value combination, specific rows of the trained dictionary were selected. Note that, the best combination was the one with the smallest reconstruction error. A significant observation was the following: through the experiments, we noticed that the norm of the initial column-dictionary divided by the norm of the reduced column-dictionary was greater than one. This happened because the number of rows in the “reduced dictionary” was smaller than the trained, and this was indeed our goal. The division of these two norms gave a normalization coefficient necessary for the accurate image reconstruction. This fact is necessary as by condition the dictionaries have to be normalized. So, for one patch the basic procedure is the one described in the next equations (2-5).

\[
\begin{align*}
X^{K \times 1} &= \text{OMP}(A^{27 \times K}) \\
\forall i = 1, \ldots, K: x_{\text{new}}(i) &= c \cdot x(i) \\
c &= \left\| A^{27}(i_{th}) \right\| / \left\| A^{27}(i_{\text{th}}) \right\| \\
Y^{72 \times 1} &= A^{72 \times K} \cdot X^{K \times 1}_{\text{new}}
\end{align*}
\]

\(A\) is the dictionary, \(72\) denotes the dictionary size for all the b-values while \(27\) is the dictionary size for 3 b-values. \(X\) denotes the sparse coefficient and \(c\) is the normalization coefficient computed by the division mentioned. Finally, \(i_{\text{th}}\) is one out of the \(K\) dictionary’s columns. In the next section a brief description of the experimental conditions optimizations are presented.

D. Problem Optimizations

By “problem optimization” we denote steps that helped us take more accurate results. Analytically, DW-MRI images have many specific features. First of all each examination has anatomiical correspondence, i.e. each body slice has a continuity from the previous and the next slices and it is not randomly placed in this sequence. Through our experiments it was observed that, in order to “exploit” this correspondence, it was necessary to use one dictionary per slice. This fact gave a lower reconstruction error between the original and the synthetic-data intensities. Moreover, MRI images contain a lot of background information which was confusing since it added non-useful signal intensity patches to the possible solutions. As a remedy, we restricted the Region of Interest (ROI) to a smaller one, which contained
the pancreas (i.e. the pathology) and a part of the rest of the image, with healthy tissues, at the training stage. It was observed that this optimization gave more accurate results (i.e. lower reconstruction error).

III. DW-MRI PHYSICS

Molecular diffusion was first described by Einstein in 1905 [7]. Regarding to this notion, any molecule in a fluid, as water, is moving randomly as it agitated by thermal energy. This random motion is also known as Brownian. With this phenomenon, molecules move in a random path, without specific direction, bumping into other molecules. The individual molecule diffusion is difficult to be studied, taking into account a part of molecules in a voxel of interest (VOI). Based on the medium of molecules movement, diffusion can be characterized as isotropic or anisotropic. The first notion describes molecules movement free and equal in all directions.

On the other hand, there also exists the restricted diffusion where molecules do not move equally in all directions. This last phenomenon mostly depends on the cellularity and cell integrity in the tissues [7]. As mentioned above, a significant DWI parameter is the b-value. DWI aims to generate diffusion weighting in an image, i.e. a diffusion restriction “threshold”. This threshold is based on the choice of the applied b-value. At this point, we have to be more specific and detailed in order to understand how a DW image is acquired.

Stejskal and Tanner first introduced the Pulse Gradient Spin Echo (PGSE) procedure in 1965. Based on this procedure, two gradient pulses are responsible for the following process/operation: firstly, a Radio-frequency (RF) of 90 degrees is applied, dephasing all molecules’ spins, in a proportional way to its area. This gradient lobe, as shown in figure 1, helps the spins evolve freely. The static molecules remain in the same position while the moving ones change their position. Next, a 180 degrees RF pulse is applied, changing the phase of all spins 180 degrees. Finally, the second gradient pulse of the same area is applied. The significance of this lobe is to exploit the signal creating from the moving spins, as these molecules do not recover to their initial phase, as the static ones, due to changed position. This signal loss can be controlled by the diffusion parameter b-value, a quantity which is analogous to the equation’s (6) characteristics.

\[
b = \gamma^2 G^2 \delta^2 (\Delta - \delta/3)
\]  

(6)

Where \(\gamma\) is the gyromagnetic constant, \(G\) is the gradient intensity, \(\delta\) represents the gradient lobes’ application time and finally, \(\Delta\) is the separation between the two lobes.

IV. IVIM

The so called b-value depends on the diffusion gradients. Two b-value acquisitions give better precision. However, more than two b-values give better accuracy and additional information on tissue microstructure. That is why we use the IVIM model in our study. The IVIM model is a more complicated model than the simple mono-exponential (ADC) model. It gives information about both diffusion and perfusion. The study of the combination of the diffusion and the blood microcirculation are two completely separate phenomena. Specifically, the IVIM model extracts diffusion and perfusion information in each voxel. It can be described as a bi-exponential equation, shown in (7).

\[
\frac{S}{S_0} = f e^{-bD^*} + (1-f)e^{-bD}
\]  

(7)

where \(\frac{S}{S_0}\) is the overall MRI signal attenuation, \(f\) is the flowing blood fraction, \(D^*\) is the pseudo-diffusion parameter. Comparing the mono-exponential and the bi-exponential models, IVIM gives more accurate results regarding the true motion than the ADC. It is a very sensitive model, especially in low b-values (< 200 s/mm²). This sensitivity is more apparent in the \(D^*\) computation and this was in line with our results too, since by avoiding specific low b-values, the \(D^*\) parameter exhibited non-comparable values, compared to the other two biomarkers [8].

V. STATISTICAL ANALYSIS

The criteria chosen for a robust statistical analysis of the proposed results concerned the following facts: First of all, the most significant and general comparison was the statistical analysis among three experimental cases, the original, the sparse reconstruction and the linear interpolated, based on 3 retained b-values. The reason for choosing the simple linear interpolation was to facilitate the comparison between the measurements of our method and the sparse, 3 b-values case.

More specifically, a clinically important question concerned the extraction of the three IVIM model biomarkers (\(D, D^*, f\)) and the comparison of the mean and standard deviation from the original and reconstructed data. Specifically, the set of these statistical biomarkers was extracted from each of the 12 patients analyzed. First, the pathology regions of interest (ROIs) were isolated and then each biomarker was computed in each ROI pixel. Finally, the mean and standard deviation of each biomarker in the ROI was computed.

In order to assess the reconstruction error, the Normalized Root Mean Square Error (NRMSE) was computed. This reconstruction error computes the signal intensities (SIs)
differences between the original and the examined (reconstructed) case. A low NRMSE indicates that the SIs are close enough. Moreover, it was our algorithmic stopping criterion, for appropriate values of atoms, sparsity level and training samples.

Last but not least, the Signal-to-Noise Ratio (SNR) concerning the MRI images processing, was also reported. The SNR of the MRI images were computed by first using the tumor ROI and then by selecting a ROI at the background (called air), followed by the SNR computation from equation (8).

\[
SNR = \frac{SI_{\text{tumor}}}{\sqrt{\frac{2}{\pi} s_{\text{d air}}}}
\]

(8)

where, \(SI_{\text{tumor}}\) refers to the pixel intensities of the tumor area and \(s_{\text{d air}}\) the standard deviation of an area selected on the background, not including any tissue [1].

VI. RESULTS

This section describes the most important results of our procedure. The experimental characteristics were the following: the available anonymous patients were 12. Each examination led to a 4D matrix of size \((148 \times 180 \times 40 \times 8)\), i.e. 40 slices of 8 b-values and each slice size was \((148 \times 180)\) pixels. In order to train a dictionary for each slice-anatomical position, the suitable number of atoms was 400, the number of training randomly chosen samples/patches was 3500, and finally the sparsity level which gave the best results was 5, i.e. the number of the maximum atoms to be used at the sparse coding procedure.

According to the dictionary size, for all the b-values it was \((72 \times 400)\), i.e. \(((3 \times 3) \times 8) \times 400\), where \((3 \times 3)\) was the patch size. Through the leave-one-out method all patients were tested, which means that one patient was kept for testing and the rest of them for training. As mentioned, a part of the image was used for training, chosen near the pathology including the pancreas. Each slice of size \((148 \times 180 \times 8)\) was split into overlapping patches, of 1 pixel overlap. At the training stage, having 11 patients chosen, and for each selected slice out of the 40, the selected ROIs from all the patients were stored in a matrix, which was shuffled (per row, as the column corresponded to the b-values), and then patches were randomly chosen in order to help the training of the dictionary.

Before reporting the results, it is reminded that, the experimental cases compared, were the original, the sparse and the linear interpolated, based on 3 b-values (the two last). These 3 b-values were not randomly selected; the b0 and the b1000 were always retained, while the third one was selected through extensive experimentation, and found to be b100 which yielded the smaller reconstruction error and the best biomarkers. As a result, by 3 b-values we refer to the b-value combination of 0-100-1000. The first and the last b-values were always kept fixed since they provide significant clinical information. Finally, the IVIM biomarkers \((D, D^*, f)\) were computed through the DMT tool [9] for each patient and were extracted from the pathology ROI area only.

In table I, we report the most significant results of our analysis including not only the IVIM model’s mean value biomarkers, which also indicate that the SIs of the original pathology area and the sparse reconstructed are very close in intensity, but also the variance. Specifically, observing the equation (7), it is noticeable that the biomarkers are closely connected with the SIs of the images. As a result, a major goal was to reconstruct slices/examinations with a small reconstruction error. Table I presents a per-patient analysis of the mean and standard deviation of the IVIM biomarkers in the original, spare and interpolated datasets. It is apparent that in the original and the sparse cases, of the mentioned b-value combination, the extracted biomarkers were very close (ICC correlations 80% and 87% for \(D\) and \(f\), respectively), i.e. in acceptable margins, as we can infer from the mean and standard deviation values. On the other hand, it is important to comment the linear interpolated case performance. The linear interpolation was the simplest choice for comparison with our method, and as it figured out from table I, the calculated interpolated-biomarkers are not so close (with very low correlations) as the sparse-biomarkers, which indicates that the sparse representation procedure can provide more clinically suitable results, in a linear way.

In figure 2a, it is observed how close were the initial/original SIs in comparison to the sparse ones. On the other hand the interpolated were far from the original.

These areas were stored in a pixel-level-matrix and the mean value of the whole pathology was computed (as well as the corresponding biomarkers). Note that the NRMSE was of order 10^{-6}, between 0 and 1 (normalized) showing that the fitting performance was good enough and in any case also smaller than the interpolated case.

<table>
<thead>
<tr>
<th>patient</th>
<th>original</th>
<th>interpolated</th>
<th>sparse</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(D)</td>
<td>(D^*) (f)</td>
<td>(D)</td>
</tr>
<tr>
<td>1</td>
<td>1.33</td>
<td>50.35 0.14</td>
<td>1.15</td>
</tr>
<tr>
<td>2</td>
<td>1.13</td>
<td>61.19 0.11</td>
<td>1.01</td>
</tr>
<tr>
<td>3</td>
<td>1.18</td>
<td>72.58 0.19</td>
<td>1.02</td>
</tr>
<tr>
<td>4</td>
<td>1.12</td>
<td>56.94 0.20</td>
<td>0.99</td>
</tr>
<tr>
<td>5</td>
<td>1.09</td>
<td>80.52 0.12</td>
<td>0.95</td>
</tr>
<tr>
<td>6</td>
<td>1.25</td>
<td>53.59 0.15</td>
<td>1.10</td>
</tr>
<tr>
<td>7</td>
<td>1.03</td>
<td>59.78 0.13</td>
<td>0.93</td>
</tr>
<tr>
<td>8</td>
<td>1.31</td>
<td>61.28 0.12</td>
<td>1.13</td>
</tr>
<tr>
<td>9</td>
<td>1.32</td>
<td>58.86 0.13</td>
<td>1.10</td>
</tr>
<tr>
<td>10</td>
<td>1.24</td>
<td>67.41 0.13</td>
<td>1.05</td>
</tr>
<tr>
<td>11</td>
<td>1.27</td>
<td>90.24 0.15</td>
<td>1.13</td>
</tr>
<tr>
<td>12</td>
<td>1.16</td>
<td>53.10 0.15</td>
<td>1.05</td>
</tr>
</tbody>
</table>

Table I: Per patient analysis of mean and standard deviation of the biomarkers of the IVIM mode.

In figure 2a, it is observed how close were the initial/original SIs in comparison to the sparse ones. On the other hand the interpolated were far from the original.
In figure 2b, a comparison of the SNR between the original, the sparse, the interpolated and a noisy random case were held. It observed that, the original case has a lower quality compared to the sparse one, which can be attributed to the fact that the sparse representation procedure can also be used for denoising [10]. Also, the interpolated case exhibited a lower quality result, very noisy, compared to the noisy experimental case. Note that in the noisy case (green line), Rician noise was added in the original images in order to have a better comparison measurement and to prove how noisy the interpolated images were.

![Graph](image1.png)

**Fig.2:** (a) Comparison of original, sparse and interpolated data on signal intensity level. (b) Comparison of SNR between experimental cases.

To be more specific, in figure 3, an optical image example is presented, showing that in the case of the 4th (150) b-value the sparse result is smoother than the original and the interpolated. This happens due to the fact that patch–level analysis was held, meaning that, at the reconstruction stage a mean value of the overlapping patches was implemented.

On the other hand, in figure 4, the 7th b-value, i.e. 600 s/mm² of the first patient also presented, showing the important visual difference between the sparse reconstruction and the original data. The 7th b-value was chosen, as in figure 2b it is observed that, it is a b-value case with large SNR deviations. Note that that 7th b-value is also a reconstructed one from our 3-b-value method, as the 4th. The sparse reconstruction not only gave a much smoother result but also a less grainy (i.e. spotted) appearance. This phenomenon is mostly observed in areas near the background, far from the tumorous pixels.

Finally, it is important to comment on the biomarker $D^*$. The pseudo-diffusion parameter is very sensitive, especially in low b-values, and this was also apparent throughout our procedure, leading to inconsistent results.

![Graph](image2.png)

**Fig.3:** Comparison of the original, sparse and interpolated cases of the 4th b-value of a patient.

![Graph](image3.png)

**Fig.4:** Comparison of the original, sparse and interpolated case of the 7th b-value of the same patient.

**VII. DISCUSSION**

Diffusion imaging is undoubtedly a very important method for detecting malignant tissues in various anatomical areas. Diffusion model performance in terms of its fitting quality and selection of the most statistically relevant model for characterizing malignant areas in several anatomical sites are issues of crucial importance [1]. The present study focused on reducing the acquisition time required to well-preserve the values of imaging biomarkers from the IVIM diffusion model. The main goal of this work was to confirm the feasibility of extracting IVIM biomarkers from the sparse data with values close to the ground truth (i.e. IVIM biomarkers extracted from the original data).

The presented results based on the reconstructed images and especially the pathology areas indicate that the presented method can reduce the number of b-values during image acquisition without compromising the accuracy of the IVIM imaging biomarkers. Secondly, proposed method was found to perform better than the interpolation one based on several criteria, such as the NRMSE, and the SNR. Finally, the reconstruction was performed with a small reconstruction error. Our experiments showed that by keeping only 3 (out of 8) b-values and reconstructing the rest of them, the quantitative biomarker results can be computed with acceptable accuracy for the assessment of pancreatic DWI-MRI images. It is important to note that keeping 3 b-values is the minimum number possible for the IVIM model especially since the $D^*$ parameter is affected.

**VIII. CONCLUSIONS**

In this study, we demonstrated initial feasibility for reducing the DW-MRI image acquisition time by reducing the b-values and demonstrating that the extracted biomarkers from the sparse data were close to the ground truth. While our results are very encouraging there is still a lot of work
needed to improve our method (e.g. find a more effective method of computing the sensitive pseudo-diffusion parameter), and demonstrate overall efficiency and robustness. Nevertheless, our results confirm that sparse representations are valuable towards reducing MRI examination time for alleviating patient discomfort and optimizing the use of hospital scanner resources.
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