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Abstract—Fingerprint-based location sensing technologies play an increasingly important role in pervasive computing applications due to their accuracy and minimal hardware requirements. However, typical fingerprint-based schemes implicitly assume that communication occurs over the same channel (frequency) during the training and the runtime phases. When this assumption is violated, the mismatches between training and runtime fingerprints can significantly deteriorate the localization performance. Additionally, the exhaustive calibration procedure required during training limits the scalability of this class of methods. In this work, we propose a novel, scalable, multi-channel fingerprint-based indoor localization system that employs modern mathematical concepts based on the Sparse Representations and Matrix Completion theories. The contribution of our work is threefold. First, we investigate the impact of channel changes on the fingerprint characteristics and the effects of channel mismatch on state-of-the-art localization schemes. Second, we propose a novel fingerprint collection technique that significantly reduces the calibration time, by formulating the map construction as an instance of the Matrix Completion problem. Third, we propose the use of sparse Bayesian learning to achieve accurate location estimation. Experimental evaluation on real data highlights the superior performance of the proposed framework in terms of reconstruction error and localization accuracy.
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1 INTRODUCTION

RECENT technological developments in the sensing capabilities of smart phones have redefined the notion of mobile computing. Pervasive and ubiquitous computing requires location and mobility management in order to provide location dependent context. Potential applications of location aware mobile computing include health care monitoring, emergency management, personal tracking, and context dependent information services [1].

A typical localization scenario involves a set of Base Stations (BSs) placed at known positions and a Mobile Station (MS) that needs to be located. The BSs can be network enabled devices such as wireless mesh routers, wireless Access Points (AP), and sensor nodes, while the MS is a mobile device such as a smartphone. The actual localization can be performed either at a central station or at the mobile device. Certain localization schemes utilize the information from the BSs and require the MS to compute its own position, while other schemes utilize information from the MS to compute the location of the user remotely at the Localization Server (LS) [2]. In this work, we focus on the latter case since performing the localization at the LS offers certain benefits including lower power consumption at the mobile device and the ability to perform computationally demanding high level reasoning. This is important since, in spite of improvements in energy consumption, battery capacity grows slowly and power management is still a challenge in mobile computing. Moreover, remote location estimation facilitates the installation, maintenance, and management of the service.

A critical issue regarding the design of localization schemes is the type and characteristics of the measurements that are going to be used in the task. Due to the availability of different sensing modalities, numerous sensing platforms have been investigated for obtaining localization relevant data. Such modalities include laser rangefinders, ultrasounds, depth cameras, and Wi-Fi infrastructure signals. Of course, each modality is associated with a different set of characteristics including cost, data availability, reliability, form factor etc.

Selecting the appropriate data source, given the various constraints, is a subject under intense debate. For example in [3], the authors investigated different sensing modalities for robot localization including laser rangefinders, depth cameras, and Wi-Fi Received Signal Strength (RSS). Their analysis on real data indicated that although laser range-finding can achieve the smallest absolute error, Wi-Fi signal strength achieves the lowest average localization error.

In this work, we consider Wi-Fi signals due to their abundance, reliability and acquisition ease. The key idea underlying Wi-Fi based localization schemes is that the power, and therefore the RSS, although it is affected by various factors in the propagation medium, is primarily dominated by the distance between the transmitter and the...
receiver. However, the layout and dynamics of physical spaces make the localization problem extremely demanding since signal power attenuation is heavily dependent on various phenomena including multipath, fading, shadowing, and the massive presence of objects (e.g., walls, obstacles, moving objects etc.).

Triangulation and scene analysis are the two principal techniques for location sensing. Triangulation or distance-based methods estimate the position of the mobile user by computing its distance from at least three reference points [4], [5], [6], [7]. The RSS measurements are translated to distance by applying theoretical or empirical path-loss models. However, formulating a reliable path-loss model is challenging and can lead to large localization errors [2].

To address this difficulty, scene analysis or fingerprinting techniques build training or signature maps to represent the physical space by capturing the variations of the indoor Wi-Fi signal propagation [8]. To build a training map, an extensive calibration process is mandatory, where RSS fingerprints are collected at various locations [9], [10]. Although fingerprint-based systems can achieve high performance in terms of localization, the time and effort required during the training phase remain their major disadvantage.

From a network perspective, IEEE 802.11 is the dominant and most pervasive local wireless networking standard, making its extensive deployment and availability of infrastructure appealing also for positioning purposes. The radio frequency band of IEEE 802.11b/g is in 2.4 GHz, and is divided into 13 overlapping channels spaced 20 MHz apart. Traditional IEEE 802.11 WLAN utilize a fixed-width channel allocation strategy where each AP uses a single channel for communication. Despite its low complexity, the single channel approach exhibits significant limitations, such as resource under-utilization, since it does not consider dynamically changing traffic conditions and requirements.

As a result, in recent years, Wi-Fi AP designers are keen to establish Dynamic Channel Assignment (DCA) strategies in order to boost network capacity and to avoid wasting RF resources [11]. Dynamic channel allocation strategies consider the temporary stochastic variations in traffic demand to provide optimal network coverage [11], [12]. Consequently, the associated channel per AP changes over time in order to successfully manage various network parameters such as mobility, user population, and demand of service, while minimizing the interference degradation between adjacent APs.

In addition to the IEEE 802.11 standard based communications, novel wireless communications architectures employ spectrum sharing among users and services to achieve various goals. For example, Cognitive Radio technology adapts the network operating parameters according to the surrounding radio environment resulting in stochastic DCA methods that could strongly affect RSS fingerprints [13]. Furthermore, multi-channel based localization is important for infrastructures which adopt Ultra-Wideband technologies. UWB technology utilizes a large frequency spectrum which could cause biases in the signal propagation estimates and ultimately lead to significant localization errors [14].

From a localization point of view, dynamic channel allocation has a direct impact on the RSS measurements since power attenuation across channels can vary in orders of dBs, suggesting large deviations between the RSS measurements at the same location but on different channels. Due to the existence of multiple communication channels, in a real world scenario it is possible that measurements collected during the runtime phase are compared with training measurements obtained from a different channel. Furthermore, for accurate positioning, a recalibration procedure is mandatory every time that environmental changes occur in the area of interest. Moreover training in multi-channel environments will be even more expensive and time consuming, since the signature map will consist of representative fingerprints at each possible spatial position and for every operational frequency.

In this work, we perform an in-depth study of the effects that multiple channels have on the RSS data collection process and we propose a novel multi-channel RSS fingerprint-based localization algorithm that exploits the signal power attenuation characteristics across space and frequency in order to provide accurate estimation while reducing the amount of training effort.

The rest of this paper is organized as follows: Section 3 presents an overview of related work concerning fingerprint-based systems. Section 4 discusses the motivation of the proposed framework. Section 4.3 presents the necessary MC background, while Section 5 describes the proposed multi-channel localization approach. Experimental results are provided in Section 6, and the paper is concluded in Section 7.

2 OVERVIEW OF THE PROPOSED SCHEME

Our proposed multi-channel localization scheme consists of two phases: the training phase and the runtime phase. We propose a reduced effort training phase where random channel sub-sampling is performed in order to collect RSS measurements on a grid of reference points from a subset of the available channels. The LS takes the partial signature maps and applies our proposed Matrix Completion (MC)-based recovery technique in order to estimate the unobserved measurements and to build the complete channel-set signature map. A visual illustration of the training process is shown in Fig. 1.

During the runtime phase, the APs collect RSS measurements from the MS operating at a specific frequency, and location estimation is performed using the part of the
signature map associated to that frequency. A major contribution of this work is that we introduce for the first time a frequency-aware fingerprint-based localization system. Although the selected channel during runtime may be different from the one used during training, our MC approach provides the appropriate matching RSS measurements for localization. Furthermore, we propose a sparse Bayesian learning technique where localization estimates are obtained by searching for the sparsest solution of an underdetermined system of equations. An illustrative example of the runtime process is shown in Fig. 2.

In short, the main contributions of our system are:

- We explore the effect of multiple wireless frequency channels on RSS based fingerprint localization. This marks a significant departure from typical localization schemes that do not consider channel mismatch between the training and the runtime phases.
- We propose a novel training scheme, based on Matrix Completion, for efficiently generating a complete (across space and frequency) training signature map by randomly sub-sampling the available channels at various locations. The proposed training scheme substantially reduces the effort and time spent during training.
- Motivated by the inherent sparsity of indoor localization, we propose a novel location sensing technique based on Sparse Bayesian Learning. SBL is able to robustly identify the MS location by solving a under-determined system of equations arising from the recovered measurements.
- We experimentally validate our claims on real data collected from a representative active indoor office area that includes walls, cubicles, windows, and moving people. These experimental data allow the quantification of the effects of multiple channels on both state-of-art and the proposed technique.

3 RELATED WORK

The plurality of localization approaches makes an extensive description of all the different paradigms very difficult. We therefore only consider fingerprint based localization approaches. Fingerprint based localization typically involves two phases: an offline/training phase where RSS fingerprints are collected at different locations in the target area and an online/runtime phase where received RSS measurements are compared with the training fingerprints to perform localization. In the following, we briefly describe current state of the art methods adopted by fingerprint based localization schemes.

3.1 Training Phase: Calibration Techniques

The construction of the signature map requires the collection of RSS fingerprints at each position within the area of interest. Fingerprint-based systems must allocate considerable resources, effort, and time in order to construct the signature map, even more so in dynamically changing environments where recalibration is mandatory [15]. As a consequence, researchers have striven to develop training techniques that attempt to shorten or even eliminate the training effort. Even in calibration-free systems, the benefit of the proposed method lies in the fact that it considers and incorporates the multichannel information.

With respect to minimizing calibration authors in [16] propose a training procedure where the whole area is divided into rooms, thereby limiting the possible locations to room-level granularity. Other localization protocols adopt data interpolation methods like kNN [17] and linear regression [18] to complete the training map using fingerprints taken at a small number locations. Recently, a Compressed Sensing (CS)-based training technique was proposed [19] that exploits the sparse nature of the RSS readings in the frequency domain to estimate the radio map from a small number of random measurements. Although this approach may reduce the number of locations used for training, reconstruction is performed independently for each AP and consequently the correlation among various APs is not taken into account leading to poor results.

To reduce the maintenance effort of the training phase, in [20] the signature map is estimated dynamically based on the runtime observations. To achieve this goal, neighbouring APs exchange RSS measurements during the runtime phase in order to update the signature map via a Gaussian Process regression model. Similarly, our proposed system is based on the measurements received at the APs. However, the calibration effort is reduced via channel sub-sampling and the inherent correlation structure of the sampled RSS fingerprints is considered for recovering the unobserved measurements.

To balance the performance degradation associated with a shortened calibration phase, the authors in [21] propose a hybrid generative/discriminative learning method that requires a small number of labeled samples and utilizes unlabeled samples to recover additional information for the target region area. Compared with the work in [21], our proposed Matrix Completion based training technique reduces the number of labeled data without requiring unlabeled data.
Recently, a combination of various techniques has been proposed in order to minimize calibration effort. For example, Zee [22] incorporates inertial sensor measurements crowdsourced from mobile users and Wi-Fi measurements sensed at predefined grids in order to combine dead-reckoning and RSS signature-based location sensing. However, the effectiveness of Zee could be hindered by the noisy built-in sensors of the mobile device and the number of crowdsourced measurements.

In order to reduce human effort during the training phase, one could employ robotic platforms to collect training data. However, since the training measurements must be associated with specific spatial locations, robotic platforms must also perform accurate simultaneous localization and mapping (SLAM) using additional hardware such as lidar, cameras, ultrasound sensors, and laser scanners [3]. The two most important issues related to SLAM is the additional cost of the hardware and the location estimation errors that may render the training data useless. Even in this case however, collecting training data in a multi-channel environment via a traditional approach requires full frequency sweeping in order to construct representative signature maps. Such data may be unavailable, due to static network conditions during training, or hard to get (e.g., due to time/power constraints). As a consequence, the proposed channel sub-sampling approach could be also applied in scenarios where robotic platforms perform the training in order to substantially reduce the power consumption and time spent during calibration.

### 3.2 Runtime Phase: Localization Techniques

The majority of localization techniques fall under three categories with respect to the runtime phase: deterministic, probabilistic, and spatial sparsity-based.

- **Radar** [9] is a deterministic indoor positioning system which combines signal strength measurements with specific signal propagation models to provide accurate location estimates. Position estimation is performed by the k-Nearest Neighbour in Signal Space algorithm (NNSS) [9], [17]. Another popular localization scheme is the Compass system [23] which utilizes the IEEE 802.11 infrastructure and digital compasses under a probabilistic framework to achieve low-cost localization services.

- **Horus** [24] is a map-based system, which considers different causes for the wireless channel variations. Horus employs a stochastic description of the signature map and performs localization via a maximum likelihood based approach. Within the probabilistic framework, Bayesian classification has been naturally adopted to address the localization problem [25], [26]. Authors in [27] proposed the mapping of the received measurements onto principal components (PCs) and adopt a probabilistic approach based on PCs in order to perform maximum likelihood localization.

- **Spatial sparsity based approaches** exploit the sparsity of the position for localization, i.e., the fact that a MS can only be in one location at each given time. In [28], we reformulated the localization problem as a sparse approximation problem based on the Compressed Sensing theory that provides a new paradigm for recovering sparse signals by solving an $l_1$ minimization problem [29], [30]. In a similar vein, in [31] we considered a centralized localization protocol based on Jointly Compressed Sensing in order to exploit the intra- and inter-signal correlations present in the RSS measurements.

The authors in [19] also applied the theory of CS, this time in order to minimize the number of the APs needed for accurate position estimation. In another recent work, indoor localization was also approached via the CS framework [32]. The localization algorithm presented in [32] is based on the measurements transmitted from the APs, while it requires the MS to interact with a central unit that estimates its position. Under this scenario, CS theory is utilized in order to minimize the number of measurements exchanged with the central unit.

From a different perspective, authors in [33] minimize the localization error by utilizing high dimensional fingerprints collected using a diverse set of parameters controlling the operational frequency and the transmission power at each possible location. Although their approach optimizes the accuracy of already existing techniques, an exhaustive training phase is required. Compared to that work, our proposed multi-channel localization system adopts a reduced effort calibration phase while performing accurate location estimation.

### 4 Signature Maps Properties

In this Section, we present illustrative examples that highlight two major issues that affect multi-channel fingerprint based positioning. First, we discuss the effect of channel (frequency) changes on the RSS measured values and the implication of this phenomenon on localization systems. Second, we describe the spatio-frequency correlations of the RSS measurements and we provide motivation for utilizing these correlations to reduce the time and effort of the training procedure. Based on that, we introduce the Matrix Completion framework as a formal principal method for the recovery of low rank signature maps.

#### 4.1 Multichannel RSS Model

We consider a typical WLAN positioning scenario where a set of APs are connected and a user carries a MS equipped with a wireless network card. An AP that listens to a specific channel, collects the packets transmitted from the MS at that channel, and records the corresponding RSS values in order to produce a signature map. During the location estimation phase, runtime RSS measurements transmitted from the MS are collected and compared with the fingerprints obtained during the training phase.

To demonstrate the impact of channel selection on the received RSS fingerprints, Fig. 3 illustrates the mean RSS values over time (in dBm) collected from channels 1, 5, 9 and 13, as a function of distance from a specific AP. In this experiment, we recorded real RSS measurements in a corridor of a laboratory area during midnight in order to ensure a stable environment. Fig. 4 shows the floor map of the experimental area along with the locations of some of the APs.

The plot reveals some very interesting characteristics regarding the relationship between distance and channel (frequency). Overall, we observe that as the distance increases, the RSS values generally tend to decrease. This is expected since the power of the received signal is highly
dependent on the distance. However, this decrease does not follow a smooth linear trend, e.g., observe that the mean RSS value in channel 1 is higher 2 meters away than it is 1 meter away from the AP. Furthermore, each channel is affected differently due to frequency related effects in radio propagation including multipath fading with propagation delays.

From a localization perspective, this plot reveals the sensitive relationship between location (distance) and channel (frequency) and that errors may result when this relationship is not taken into account. For example, an RSS measurement of $-35$ dBm may correspond to a 1 meter distance for channel 1 or to a 3 meter distance for channel 13. As a result, a fingerprint based localization scheme can produce an error of 2 meters when comparing a training fingerprint from, e.g., channel 1 with a runtime fingerprint from, e.g., channel 13. Similar effects can also be observed for a signal power equal to $-45$ dBm that corresponds to a distance of 5 meters for channel 3 or 9 meters for channel 13.

This illustrative example suggests that a channel-unaware fingerprint comparison can lead to considerable location estimation errors. In order to provide accurate positioning, it is thus necessary to take into consideration the dynamic channel assignment during the training and the runtime phases and to account for the different channels and the corresponding changes in RSS characteristics.

### 4.2 RSS Correlation Model

In this work, we argue that spatio-temporal correlations are prevalent in RSS measurements collected by a densely deployed AP infrastructure and that exploiting them can be extremely advantageous. To illustrate this behavior, we investigate the spatial and frequency correlations of RSS measurements collected from various APs at different channels and locations. More specifically, we consider the real RSS fingerprints encoded in a matrix, the signature map, shown in Fig. 5.

Each element of this matrix indicates the average RSS measurements from a specific AP, at a given channel and at a certain location. In this figure, we observe that (i) closely placed APs tend to produce similar RSS values and (ii) measurements from the same location but from different channels are also highly correlated due to the frequency invariant features of the RSS fingerprints.

The correlations of the measurements imply that the degrees of freedom of this matrix are much lower than its dimensions. The limited number of degrees of freedom results in a matrix that exhibits a rank much lower than its dimension. The low rank nature of the signature map can be observed in Fig. 6 which shows the normalized singular values of the signature map.

In the figure we observe that most of the energy is contained in the first few singular values, while noise-like phenomena result in additional singular values that exhibit much lower energy. The low rank nature of the signature map will play a pivotal role in our proposed localization scheme.
4.3 Recovery via Matrix Completion

Matrix Completion is a recently proposed framework which considers the recovery of the complete set of matrix entries from a small number of randomly revealed entries \cite{34}. Formally, let the matrix \( \Psi \in \mathbb{R}^{K \times D} \) be the measurements matrix we wish to recover as precisely as possible. The goal according to the MC formulation is to recover the matrix \( \Psi \) using a subset of \( M \) entries, collected by the linear operator \( A : \mathbb{R}^{K \times D} \rightarrow \mathbb{R}^M \) such that

\[
y = A(\Psi),
\]

where \( y \in \mathbb{R}^M \) collects \( M \) observed measurements.

In general, the recovery of the \( K \times D \) entries of matrix \( \Psi \) is impossible from \( M \ll K \times D \) measurements since the linear system of equations described in (1) is underdetermined. The MC framework suggests that such a recovery is possible, provided that the rank of matrix \( \Psi \) is small enough compared to its dimensions and that enough measurements are obtained. The rank of a matrix is defined as the number of linearly independent rows or columns and encodes critical information regarding the underlying data generation process.

To recover an estimate \( \hat{\Psi} \) of the unknown matrix \( \Psi \), the following rank minimization problem needs to be solved:

\[
\begin{align*}
\text{minimize} & \quad \text{rank}(\hat{\Psi}) \\
\text{subject to} & \quad A(\hat{\Psi}) = A(\Psi).
\end{align*}
\]

The low-rank matrix completion problem, as defined in (2) is NP-hard and thus cannot be solved efficiently. Fortunately, it was shown in \cite{34} that the rank can be replaced by the surrogate nuclear norm provided that the linear map \( A \) satisfies a modified Restricted Isometry Property (RIP), i.e., it performs uniform random sampling in both rows and columns \cite{35}. Consequently, the rank minimization problem can be approximated by the tightest convex problem

\[
\begin{align*}
\text{minimize} & \quad \|\hat{\Psi}\|_* \\
\text{subject to} & \quad A(\hat{\Psi}) = A(\Psi),
\end{align*}
\]

where the nuclear norm is defined as the sum of the singular values of \( \Psi \), i.e., \( \|\Psi\|_* = \sum_{k=1}^K |\sigma_k| \).

It has been shown in \cite{34} that the nuclear-norm minimization problem can recover the unknown low-rank matrix from \( M \geq cD^{2r}r \log(D) \) random measurements, where \( D > K \) and \( \text{rank}(\Psi) = r \).

The problem in (3) can be reformulated as a semidefinite programming problem, in which case it can be solved by off-the-shelf solvers (e.g., CVX \cite{36}). A limitation of this approach is that typically these algorithms converge slowly, especially when dealing with large matrices. Recently, efficient algorithms that take the characteristics of this specific optimization into account, have been proposed \cite{37}, \cite{38}. Singular Value Thresholding (SVT) \cite{38} is an iterative algorithm where during each iteration, a singular value decomposition step is applied first, followed by a projection onto the known elements. SVT relies on the fact that the unknown matrix is low-rank at each iteration and the auxiliary matrices that hold the observed measurements are sparse.

5 Multi-Channel Based Localization

In this Section, we describe our proposed multi-channel fingerprint-based WLAN localization method. We consider a grid partition of the physical space into fixed structured cells. The proposed system is characterized by two phases; the training phase and the runtime phase.

5.1 Training Phase

Under the traditional fingerprint-based localization paradigm, during the training phase, RSS measurements have to be collected from the MS at each possible reference point, termed cell, and at each individual channel. In addition to the time and effort required in order to collect such a set of RSS measurements, physical constraints could make such a process unfeasible, since APs may not change channel during the collection of the training data. In order to minimize the duration of the calibration phase and overcome the limitations of traditional training, we propose to perform random sampling of the RF environment, where the APs collect RSS measurements from a randomly selected channel at each cell.

More specifically, during the calibration procedure of the training phase, each AP receives RSS measurements from a MS that moves to the cells that define the area of interest. These measurements are stored at the local signature map of each AP. The local signature map \( \Psi_{j} \in \mathbb{R}^{C \times D} \) for the \( j \)th AP is defined as

\[
\Psi_{j} = \begin{pmatrix}
P_{1,1} & P_{1,2} & \cdots & P_{1,D} \\
P_{2,1} & P_{2,2} & \cdots & P_{2,D} \\
\vdots & \vdots & \ddots & \vdots \\
P_{C,1} & P_{C,2} & \cdots & P_{C,D}
\end{pmatrix},
\]

where \( P_{c,i} \) corresponds to the time averaged RSS measurements received from channel \( c \) at location \( i \). \( C \) represents the total number of channels and \( D \) is the number of cells in the area of interest. Hence, the \( c \)th row of \( \Psi_{j} \) is the vector of RSS measurements that the \( j \)th AP receives at frequency \( c \) from all \( D \) reference points.

The LS receives \( \Psi_j \) from each AP \( j \in \{1, \ldots, J\} \), in order to create the signature map \( \Psi = [\Psi_1; \ldots; \Psi_J]_{C \times J \times D} \). The process of channel sub-sampling results in an incomplete signature map. The observed training signature map contains a subset \( \Omega \subseteq [CJ] \times [D] \) of \( \Psi \)'s entries, where \( |\Omega| = c \) \( (CJ \times D) \). Furthermore, the specific sampling pattern is defined by the sampling operator \( A \)

\[
[\Omega(M)] = \begin{cases} P_{c,i}, & (c, i) \in \Omega \\ 0, & \text{otherwise.} \end{cases}
\]

The LS collects the incomplete matrix \( \Psi \) (cf. Fig. 1 - Training phase) that satisfies the low-rank property required by the MC theory. Effective location sensing requires the recovery of the complete signature map \( \hat{\Psi} \) that will be used during the runtime phase. Recovery of the unobserved RSS measurements can be achieved by solving the following optimization problem

\[
\min \{ \|\hat{\Psi}\|_* : \|\hat{\Psi}(\Omega) - \Psi(\Omega)\|_F < \epsilon \},
\]
where $\Psi$ is the recovered signature map, $\epsilon$ is the noise level, and $\| \cdot \|_F$ denotes the Frobenius norm. The optimization problem in (6) can be solved using the methods presented in Section 4.3. The computational complexity of the MC approach is $O(|\Omega|)$, as the dominant cost on recovering the signature map is proportional to the number of visiting cells and the number of sensed channels during calibration (i.e., the number of linear constraints imposed in (6)).

5.2 Runtime Phase

The new multi-channel localization scheme that we introduce in this work, considers the impact of frequency on the RSS propagation and utilizes this information during the estimation of the mobile user’s location. A critical insight regarding the position of a MS is that the associated location vector is inherently sparse when considering a discretized physical space [28].

Particularly, we consider the sparse vector $b \in \mathbb{R}^D$ where a non-zero component at the $i$th position indicates the presence of the MS at cell $g_i$. For instance, the vector

$$
\mathbf{b} = [0, 1, 0, \ldots, 0]^T,
$$

indicates that the MS is located at the second cell.

During the runtime phase, the MS broadcasts on all available channels and each AP, associated to a specific channel $k$, collects runtime RSS measurements from the MS at that channel. The localization process is performed at the LS where the runtime measurements $y_j$ from each AP are collected into the runtime fingerprint

$$
y = [y_j^{(c_1)}, y_j^{(c_2)}, \ldots, y_j^{(c_J)}]^T, \quad j = 1, \ldots, J,
$$

where $J$ is the number of APs and $y_j^{(c_j)} = \frac{1}{N} \sum_{t=1}^{N} u_j^{(c_j)}(t)$ is the average value of RSS runtime measurements over time from AP $j$ at channel $c_j$. The channel information is acquired from the packet’s channel information element transmitted from the mobile device.

Contrary to currently employed localization methods, the proposed multi-channel localization scheme considers the channel information of the runtime measurements. Formally, the concept of AP channel selection can be expressed in the following form:

$$
y_j^{(c_j)} = \begin{bmatrix} 0 & \cdots & 0 \\ 1 & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & 1 \end{bmatrix}_{1 \times C} \begin{bmatrix} \Phi_j^{(c_1)} \\ \Phi_j^{(c_2)} \\ \vdots \\ \Phi_j^{(c_D)} \end{bmatrix} + \begin{bmatrix} b_1 \\ b_2 \\ \vdots \\ b_D \end{bmatrix}_{1 \times D},
$$

where $\Phi_j^{(c_1)} = 1$, $c_j$ being the index of the channel where AP $j$ received runtime measurements.

Exploiting the sparsity in the spatial domain, efficient location sensing translates to the accurate detection of the non-zero coefficient of the sparse vector $b$. The signal ensemble can be expressed as:

$$
y = \Phi \Psi b \equiv \Theta b + \epsilon,
$$

where $\Theta = [\phi_1, \ldots, \phi_J]$, $\Theta$ is a submatrix of $\Psi$ that collects training fingerprints from the APs of the runtime frequency, and $\epsilon$ is the noise vector. The matrix $\Theta$ is a structured low-rank dictionary as it obeys the property $\text{rank}(\Theta) = \min(\text{rank}(\Phi), \text{rank}(\Psi))$, where $\Phi$ is a full-rank matrix and $\Psi$ is low-rank (cf. Section 4).

Exploiting the low-rank and sparsity properties of the model in (10), we employ at the LS a sparse Bayesian learning with relevance vector machine (RVM) approach to localize the mobile user. The Bayesian framework associated with RVM, given a dictionary-dependent sparsity penalty, presents invariance properties leading to accurate sparse signal estimation, especially for structured dictionaries [39], [40]. Given the runtime measurements $y$ and a prior belief that $b$ is sparse in basis $\Psi$, the main objective is to formulate a posterior probability distribution for $b$. The adopted probabilistic framework introduces a prior over the sparse vector regularized by a set of hyperparameters $a$, associated with each position in the area of interest that mitigate the prior. The hyperparameters individually control the strength of the prior over its associated weight.

Sparse Bayesian learning defines a zero-mean Gaussian prior with precision $a_i$ (inverse-variance) on each element of the sparse vector $b$

$$
p(b|a) = \prod_{i=1}^{D} N(b_i|0, a_i^{-1}).
$$

The measurement vector $y$ is modeled using a Gaussian distribution with variance $\sigma_0^2$

$$
p(y|b, a_0) = (2\pi \sigma_0^2)^{-\frac{D}{2}} \exp \left(-\frac{\|y - \Theta b\|^2}{2\sigma_0^2}\right).
$$

By employing Bayes’ rule and the Gaussian likelihood model, the posterior probability for the sparse vector $b$ is defined as

$$
p(b|y, a, a_0) = \frac{p(y|b, a_0)p(b|a)}{p(y|a, a_0)} = (2\pi)^{-\frac{D}{2}} |\Sigma|^{-\frac{1}{2}} \exp \left(-\frac{1}{2} (b - \mu)^T \Sigma^{-1} (b - \mu)\right),
$$

where $| \cdot |$ denotes the determinant of a matrix. The posterior mean $\mu$ and the covariance matrix $\Sigma$ are given by

$$
\Sigma = (A + a_0 \Theta \Theta^T)^{-1}, \quad \mu = a_0 \Sigma \Theta^T b
$$

and $A = \text{diag}(a_1, \ldots, a_D)$. The vector $a$ defines the hyperparameters over each component of the estimated sparse vector given the prior [41]. The diagonal elements of the covariance matrix provide confidence intervals (i.e., error bars) on the accuracy of the estimated components of the sparse vector $b$. Consequently, estimating the sparse vector $b$ translates in estimating the unknown variables $a$, $\mu$ and $\Sigma$.

The hyperparameters are estimated by marginalizing them over the sparse vector $b$. This is an iterative process where each iteration estimates $a$ and $a_0$ that maximize the marginal likelihood.
\[ \mathcal{L}(a, a_0) = \log p(y | a, a_0) = -\frac{1}{2} \left( J \log 2\pi + \log |C| + y^T C^{-1} y \right), \]

with \( C = \sigma_d^2 I + \Theta A^{-1} \Theta^T \). After a number of iterations, a small fraction of \( a \) remains relatively small indicating the non-zero components of the sparse vector \( b \). Consequently, the estimated location of the mobile user is the cell \( g \) that corresponds to the maximum component of \( b \) (i.e., to the smallest \( a \))

\[
g = \arg \max b = \arg \max p(y | b, a, a_0). \tag{16} \]

The runtime localization algorithm via sparse Bayesian learning is summarized in Algorithm (1).

**Algorithm 1. Localization via SBL**

**Input:** runtime measurements \( y \).

**Output:** estimated location \( y \).

1) Determine prior distribution per each cell (eq. (11)).
2) Estimate the posterior probability of the sparse vector \( b \) from Bayes’ rule (eq. (13)).
   a) Estimate the hyperparameters via maximizing (eq. (15)).
3) Estimate the location via (eq. (16)).

### 6 Experimental Results

In this Section, we test and evaluate the proposed multi-channel fingerprint based localization technique in an indoor WLAN environment. Real RSS data were collected in the corridors of the Institute of Computer Science (ICS) of the Foundation for Research and Technology Hellas (FORTH), an area of approximately \( 37 \times 16 \text{m} \). For this area, a grid-based structure was considered with a cell of size \( 1.2 \times 1.2 \text{m} \) (cf. Fig. 4). The experiment involved a total of 12 IEEE 802.11b/g APs \((J = 12)\), 10 of which were placed on the same floor and two were located on a different floor.

The AP operating system, Cisco IOS, is equipped with a special command that sets the device in scanner/monitor mode. When the AP is in monitor mode, it receives packets that contain the RSS information. In a real environment where the MS may not transmit enough packets per time unit, we trigger the device with the assistance of the infrastructure (i.e., we issue a ping command) to produce packet transmissions more frequently. Each AP uses the unique MAC address of the mobile device as a distinctive feature to recognize the packets of the transmitter that wants to be located.

During the training phase, the signature map was constructed as follows. RSS observations were collected for a period of 20 seconds for each of four channels \((C = 4)\) of IEEE 802.11 b/g (channels 1, 5, 9 and 13) over 92 cells \((D = 92)\). The four partially overlapping channels where chosen in order to achieve higher spectrum utilization with minimum interference. The amount of calibration effort can be defined as

\[
\text{Time} = T_s \times C \times J \times D + T_{cs} \times C \times D + T_w \times D, \tag{17}
\]

where \( T_s = 20 \text{s} \) is the sensing period, \( T_{cs} = 140 \text{ms} \) is the time required for an AP to change communication channel, and \( T_w = 0.8 \text{s} \) defines the average time for a mobile user to change cell. Thus, in our setting, complete channel sensing requires 24.5 h.

The systems are evaluated by their ability to identify the correct location, out of 46 distinct cells. The runtime dataset was collected on a typical weekday afternoon. We note here that the number of cells and online observations is comparable to those reported in [19] and [27].

The objectives of the experiments are twofold. First, we are interested in exploring and quantifying the effects that multiple channels have on the localization performance. This is a critical test, since localization algorithms typically assume a single communication channel. Second, we are aiming at identifying the benefits of using the proposed localization system, both in training and runtime phase. The accuracy of the reconstruction versus the number of measurements clearly describes the tradeoff between performance and time complexity during the training phase and localization accuracy during runtime.

### 6.1 Effects of Dynamic Channel Assignment on State-of-the-Art Localization Techniques

In this Section, we investigate the effects of frequency mismatch during training and runtime on the localization error of two state-of-the-art fingerprint based systems, the Radar [9] and the Horus [24]. In order to analyze the impact of dynamic channel assignment in localization accuracy, for this experiment only, we consider runtime measurements received in a stable environment, i.e., during midnight. We selected this setup since a stable environment minimizes the errors introduced by unexpected multipath and shadowing effects (i.e, from moving people and objects). We implemented the Radar positioning system by employing the nearest neighbor in signal space localization technique, while we implemented the Horus system by maximizing the posterior probabilities with respect to each possible position in the area of interest.

Figs. 7 and 8 show the CDF curves \((P[X] \leq x])\) of the location error as a function of the number of APs that adopt DCA for the Radar and the Horus systems, respectively. In each run we choose randomly the indexes of APs that
perform DCA while each curve in the graph is the average of 20 Monte-Carlo runs. The random channel assignment will lead to runtime RSS observations which are compared with RSS data observed at different frequencies and therefore different fingerprints.

We observe in the plots that as the number of APs that adopt DCA increases, the achieved localization accuracy decreases. Furthermore, frequency mismatch affects the location error for both systems, quite significantly. Particularly, in the case where only 25 percent of the APs perform DCA, the 90th percentile (i.e., the value below which the 90 percent of the location error falls) is more than 1m, for both systems. Comparing the two systems, we observe that Horus is slightly more robust to the changes in channels compared to Radar.

In non-stationary indoor environments, each communication channel is affected differently due to various frequency related phenomena and multi-path effects. We analyzed the impact of adjacent and non-adjacents channels on the location error for the two systems by performing two different experiments. During the training phase, RSS fingerprint signatures were collected on channel 1 that operates at center frequency 2.412 GHz with bandwidth 5 MHz. In the first experiment, all the APs perform DCA to the adjacent partially overlapping communication channel 5 that operates at center frequency 2.432 GHz with bandwidth 5 MHz (i.e., the central frequency distance between the communication channels during the training and runtime phase is 20 MHz). In the second experiment all the APs perform DCA on the non-adjacent channel 9 that operates at center frequency 2.452 GHz with bandwidth 5 MHz resulting in central frequency distance of 40 MHz. Table 1 indicates the location error statistics in meters for the two localization systems. We observe that adjacent communication channels result in higher localization accuracy for both systems. Specifically, adjacent channels are affected by invariant features leading in highly correlated RSS fingerprints varying in small dBs and thus resulting in small localization errors.

The above results highlight the need for considering the actual communication channels that are employed during both the training and the runtime phases. In the next Section, we compare the proposed channel aware-sparse Bayesian learning localization system with leading methods when all data is available.

### 6.2 Localization via Sparse Bayesian Learning

In the previous section, we presented experimental results on real data that reveal the influence of frequency mismatch on localization accuracy. In this section, we turn our attention to the evaluation of the proposed multi-channel localization method and compare its performance to the multi-frequency extension of the state-of-the-art Radar and Horus systems. We perform full frequency sensing during training while during runtime the correct channel information is considered via the matrix $\Phi$ as it was described in Section 5.2.

The CDF curves ($P[X \leq x]$) in Fig. 9 illustrate the performance of the proposed sparse Bayesian learning localization method compared to channel-aware Radar and Horus. Observe that the 40 percent percentile (i.e., the number below which 40 percent of location errors falls) is 1.2 m for the proposed method, while for the Radar and Horus is 2.4 m.

Fig. 10 illustrates the impact of the available infrastructure (i.e., number of APs) on the system's accuracy. The larger the number of APs, the higher the localization accuracy. We observe that the proposed technique achieves a lower mean location error compared to the other fingerprint-based systems. For instance, in the case of only three APs the mean location error of the proposed technique is 3.7 m while for the Horus and Radar is 5 and 5.7 m, respectively. Interestingly enough, it appears that there is a critical number of APs required after which the accuracy of the system increases marginally (7 in our experiment).

In the aforementioned localization systems, the training fingerprints were collected from all channels at each location. However, as discussed in the previous sections, this

### Table 1

<table>
<thead>
<tr>
<th></th>
<th>Radar</th>
<th>Horus</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>std</td>
</tr>
<tr>
<td>Adjacent Channels</td>
<td>1.31</td>
<td>1.16</td>
</tr>
<tr>
<td>Non-adjacent Channels</td>
<td>1.66</td>
<td>1.43</td>
</tr>
</tbody>
</table>

Observe that adjacent channel assignment results in lower mean location errors for both systems.
leads to a significant increase in labor and time that is required during the training phase. Next, we experimentally assert how spatio-frequency correlations can be exploited in order to significantly reduce the training time.

### 6.3 Signature Map Estimation via Matrix Completion

The performance gain in utilizing the appropriate channel during the localization process, motivates the need for an efficient estimation of the complete set of RSS fingerprints. The effectiveness of the proposed MC training technique is compared to the traditional Interpolation technique that serves as a baseline. The reconstruction problem presented in (6) is solved using the convex programming package CVX and the optimization approach SVT. We evaluated the performance of the proposed scheme with respect to both the reconstruction quality of the signature map and the corresponding localization error. The reconstruction error between the full signature map $\Psi$ and the estimated map $\hat{\Psi}$ is defined as

$$RE = \|\hat{\Psi} - \Psi\|_F/\|\Psi\|_F. \quad (18)$$

First, the proposed MC-based RSS recovery technique is evaluated with respect to the number of sensed channels when training fingerprints are received from all 12 APs. Fig. 11 shows the recovery of the signature map as a function of the number of sensed channels. We observe that the performance of the proposed technique improves as the number of sensed channels increases. Furthermore, the proposed approach is able to achieve lower reconstruction error compared to the interpolation technique.

Fig. 12 illustrates the performance of our technique as a function of the total number of available APs, when the APs receive measurements only from two channels (i.e., reducing calibration effort by half). Notice that the total number of available APs affects the structure of the signature map. Particularly, as the number of APs increases, more correlated RSS measurements are produced, thus the signature map exhibits a lower rank relative to its dimensions, which leads to a lower reconstruction error.

It is apparent that the MC-based approach provides lower reconstruction errors when compared to the Interpolation method for equivalent calibration effort. The proposed channel sub-sampling training approach can be adopted from various fingerprinting localization techniques in order to minimize the exhaustive calibration phase.

### 6.4 Localization Performance with Recovered Signature Maps

In this Section, we evaluate the effect of the proposed training technique during the runtime phase on various fingerprint based localization systems. Particularly, we are interested in determining how the errors in the reconstruction of the signature maps affect the localization performance.

Fig. 13 illustrates the CDF curves $(P|X < x)$ of the proposed sparse Bayesian learning location method. As the number of sensed channels used during training increases, the performance of the proposed SBL technique improves. This behaviour is expected due to the fact that lower reconstruction errors during training result in lower localization errors during runtime. Particularly, we observe that the accuracy increases only slightly when sensing more than two channels. This behavior is consistent with the theoretical foundation of MC theory since the number of observed measurements required for accurate matrix recovery is indicated by the rank $(r)$ of the matrix. We note that sensing two channels (i.e., sensing 50 percent of the measurements in 12h and 18 min) corresponds to $M = 2208$ $(0.5 \cdot CJD, C = 4, J = 12, D = 92)$ measurements which is above the minimum

---

1. For the implementation of MC and methods CVX and SVT we used the MATLAB codes included in the packages: http://cvxr.com/cvx/, http://svt.stanford.edu/index.html
bound of $cD^{n/p} \log(D) \approx 1785$ measurements required by the theory of MC.

Fig. 14 illustrates the performance of the SBL, Horus, and Radar systems when one channel is sensed during the training phase. In Fig. 14a, all three systems adopt the MC-CVX strategy during training while in Fig. 14b the interpolation technique is used to construct the signature map.

It is clear that the proposed MC-based approach results in lower location errors when compared with the Interpolation method. Observe that the MC-based approach leads to improvements of the median location error (i.e., the values below which 50 percent of the location errors falls) in the order of 36 percent (1.4 m), 21 percent (1 m) and 25 percent (1.2 m) for the SBL, the Horus, and Radar methods, respectively, over the Interpolation method. Moreover, the proposed MC-based approach results in lower maximum location errors.

Table 2 summarizes the mean location error of the three localization systems over different training techniques as a function of the number of sensed channels. As it can be seen, the proposed location sensing system outperforms the Radar and Horus systems in terms of location error. In contrast to other localization systems, the proposed SBL approach marginalizes the noise variance. Consequently, even in the presence of reconstruction noise introduced during training, the proposed localization algorithm results in lower mean location errors for both training techniques.

6.5 Resources Utilization Analysis

Table 3 summarizes the time calibration effort for performing random subsampling, as suggested in our approach, as a function of the number of sensed channels. The collected training RSS fingerprints are given to estimate the full signature map. The number of received fingerprints (third row) is a function of the number of sensed channels, the number of APs, and the dimensions of the space. Table 3 also provides the achieved estimation accuracy for the proposed MC and the interpolation methods. Observe that the proposed MC-approach, for a calibration time of 6 hours and 9 minutes (i.e., for one sensed channel) leads to improvements of 26 percent over the reconstruction error achieved by the interpolation method.

Although the power consumption of packet transmission and reception is highly hardware depended, studies indicate that in general, power consumption follows a linear trend with respect to the number of transmitted packets. For example, in [42] the authors proposed a linear function relating

<table>
<thead>
<tr>
<th># Channels</th>
<th>MC (Proposed)</th>
<th>Interpolation</th>
<th>FS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1 2 3</td>
<td>1 2 3</td>
<td>4</td>
</tr>
<tr>
<td>Radar</td>
<td>4 3.2 2.9</td>
<td>5.7 3.4 3</td>
<td>2.8</td>
</tr>
<tr>
<td>Horus</td>
<td>5.2 3.5 3.1</td>
<td>8.5 5.8 3.9</td>
<td>2.6</td>
</tr>
<tr>
<td>SBL (Proposed)</td>
<td>3.3 2.3 2.2</td>
<td>4.8 3.2 2.8</td>
<td>2</td>
</tr>
</tbody>
</table>

The FS column indicates the performance corresponding to full frequency sensing during training.

<table>
<thead>
<tr>
<th># Channels</th>
<th>Calibration time</th>
<th># Fingerpr.</th>
<th>Int. error</th>
<th>MC error</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>6h 9m 12h 18m 18h 26m</td>
<td>1104 2208 3312</td>
<td>0.157 0.126 0.089</td>
<td>0.114 0.062 0.038</td>
</tr>
<tr>
<td></td>
<td>24h 32m</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The last rows indicate the reconstruction error of the proposed MC technique and the Interpolation method. The FS column indicates the time effort for full frequency sensing.
the percentage of energy consumption as a function of transmission time, \( x \), given by
\[
y = 21.24x + 2.68.
\]
A similar model was also developed in [43] where the power consumption (in Joules) for the download of \( x \) bytes of data corresponds to
\[
0.007(x) + 5.9,
\]
plus some overhead. Under the linearity assumption, transmission of packets over one out of four channels will result in close to 75 percent reduction in power consumption due to Wi-Fi communications and will have a profound effect on the lifetime of the mobile device.

7 Conclusions

Indoor localization is an exciting research field, with numerous applications. RSS based fingerprint methods offer high accuracy with minimal hardware interventions at the expense of a time consuming calibration process. Furthermore, in dynamic environments, frequent re-calibration is deemed necessary in order to maintain high localization accuracy, while dynamic channel assignments can lead to significant performance loss. In this work, we address these issues by proposing a novel multi-channel fingerprint-based indoor localization technique.

In the proposed scheme, estimation of the complete multi-channel signature map can be achieved from a small number of measurements over space and frequency (channel) by leveraging the power of Matrix Completion. Furthermore, the Sparse Bayesian Learning paradigm is introduced for the precise localization during the runtime phase.

To validate the merits of the proposed scheme, an extensive set of experiments was carried out using real data and a comparative analysis with state-of-the-art localization scheme was performed. Experimental results suggest that the proposed MC-based training technique can reliably estimate the signature map from partial information while sparse Bayesian learning outperforms traditional localization systems.
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