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Abstract—Sensor-based activity recognition is encountered in innumerable applications of the arena of pervasive healthcare and plays a crucial role in biomedical research. Nonetheless, the frequent situation of unobserved measurements impedes the ability of machine learning algorithms to efficiently extract context from raw streams of data. In this work, we study the problem of accurate estimation of missing multi-modal inertial data and we propose a classification framework that considers the reconstruction of sub-sampled data during the test phase. We introduce the concept of forming the available data streams into low-rank 2D and 3D Hankel structures, and we exploit data redundancies using sophisticated imputation techniques, namely Matrix and Tensor Completion. Moreover, we examine the impact of reconstruction on the classification performance by experimenting with several state-of-the-art classifiers. The system is evaluated with respect to different data structuring scenarios, the volume of data available for reconstruction, and various levels of missing values per device. Finally, the trade-off between sub-sampling accuracy and energy conservation in wearable platforms is examined. Our analysis relies on two public datasets containing inertial data, which extend to numerous activities, multiple sensing parameters, and body locations. The results highlight that robust classification accuracy can be achieved through recovery, even for extremely sub-sampled data streams.

Index Terms—Matrix Completion, Tensor Completion, Data Imputation, Human Activity Recognition, Supervised Learning.

I. INTRODUCTION

H uman activity recognition (HAR) is currently faced up with the challenge of enabling the interpretation of physical activities in complex spaces that rise beyond smart homes and medical centers [1, 2]. Wearable computing and machine learning, which are typically combined for extracting context from raw streams of inertial data [3], are therefore expected to pioneer the provision of daily activities analytics while in motion within pervasive environments [4, 5].

To make substantial steps towards this vision, innovative solutions are sought [6, 7] against the operational imperfections of the underlying sensor-rich infrastructure that may lead to a significant volume of unobserved measurements. From the perspective of data analytics, the resulting sub-populated datasets challenge the performance of the employed machine learning algorithms. As such, imputation methods, responsible for replacing missing data with statistically plausible values prior to any classification technique [8], are considered essential [9]. Recent bibliography considers imputation as an inseparable aspect of training a prediction model during a typical training/testing classification process. Specifically, the authors in [10] propose a technique that either calculates the posterior distribution of missing values using the training dataset, or stores the training dataset in memory in order to use it when needed. Yan et. al [11] consider a voting extreme learning scheme, that trains a group of classifiers based on the missing values of the training set, and uses the sub-classifiers with the optimal performance during the test phase. In a similar fashion, the authors in [12] propose an adaptive strategy that employs Self-Organizing Maps or K-Nearest Neighbors for reconstructing missing data from the training dataset, only when classification fails.

The aforementioned approaches share as a common assumption that the training set suffers from missing values, which is not viable in the HAR domain and the use of wearable sensors; training of predictive models is typically performed in well-controlled environments, wherein the sensing data acquisition, transmission and storage is performed under ideal conditions. Even so, the runtime, which corresponds to wearable activity recognition in a long-term and unattended fashion, is more prone to failures during data capture or storage, due to realistic factors such as battery depletion, poor Quality-of-Service [13], and sensors displacement [14].

In this work, we study the impact of imputation on human activity classification tasks, wherein the unobserved values are introduced during the evaluation phase. Towards this direction, we extend our recent work [15] on a human activity classification framework that considered the well-established method of Matrix Completion (MC) [16] for efficiently reconstructing missing values. We herein exploit in a systematic fashion the inherent correlations between heterogeneous inertial sensors, and we study how data streams corresponding to different sensing parameters and/or devices can be combined to 2D or 3D low-rank structures. For the data reconstruction, we formulate the use of a recently proposed Tensor Completion (TC) algorithm [17]. We provide direct comparison between MC and TC, emphasizing on their impact on the classification accuracy of landmark classifiers in the HAR domain, considering real world datasets. We study the performance of the proposed framework under the realistic condition of different levels of missing data per sensing device, and we examine the impact of sub-sampling on the lifetime of the underlying sensing infrastructure. The results highlight the efficacy of the proposed methods in achieving high classification accuracy with less than 50% of the available measurements.
II. HUMAN ACTIVITY CLASSIFICATION IN THE PRESENCE OF MISSING VALUES

We consider a Body Sensor Network (BSN) architecture [18], comprised of wearable sensing platforms which are deployed on several body locations and record a number of sensing modalities (e.g., acceleration, angular velocity) during the execution of a-priori defined sets of physical activities. Each sensing modality may describe the performed activities in more than one sensing channels, e.g. the $x$, $y$, and $z$ directions of a three-axial inertial sensor. The resulting multi-modal BSN architecture yields in total $S$ sensing channels and provides an equivalent number of data streams in the form of time series. For the remaining of this paper, we will use the terms “sensing channel” and “data stream” interchangeably.

The objective is to accurately map the input data streams, collected using the same multi-modal BSN architecture deployed on a group of individuals, to specific activities. According to the training/testing learning paradigm [19], to address this challenge, a two-step procedure is employed; during the training phase, user annotated data from a subset of individuals are introduced into a learning architecture which estimates the parameters of the classifier. The trained classifier is in turn evaluated during the testing phase with respect to the identification of the activities that are performed by the individuals not included in the training set.

The problem at hand is the classification of the activities in the presence of missing values from the available sensing streams during the test phase. To both investigate as well as compensate the impact of data sub-sampling on accurately predicting the human activity, we propose the framework presented in Fig. 1. Similarly to parallel efforts on activity recognition [3], [20], our framework considers modules for feature extraction and classification for both the training and the test phases. The point of entry for both the training and testing phase is the set of raw values from the $S$ channels, which are stored according to their time instance of capture. By taking into account that the data transmission rate is a-priori known, the lack of recorded data at specific time instances during run time reflects on the presence of missing values in our dataset. As such, our framework emphasizes on reconstructing these missing values during run time, by exploiting in a systematic fashion the correlations that characterize the heterogeneous data streams. Note that our framework is independent both on the number of wearable devices that comprise the BSN, as well as their mounting position on the human body. In fact, as elaborated below, it models the number of associated data streams and the number of channels per device as the key parameters for examining different scenarios for reconstructing the missing measurements. The recovery is performed in a two-fold manner that entails both the appropriate pre-processing of input data, as well as the adaptation of state-of-art imputation methods that exploit the multi-dimensional data format during reconstruction.

A. Data Pre-processing

Both for the training as well as for the testing phase, the objective of the pre-processing module is to transform 1D time series to the appropriate data structure that will reveal the multi-dimensional dependencies among sensing streams. As such, the herein proposed approach targets at enforcing a low-rank assumption on the available information, according to which, linear temporal dependencies over the sensed time series are exploited. This is achieved by the process of Hankelization, where consecutively lagged temporal windows of the input sensing stream are structured into low-rank Hankel matrices called trajectory matrices [21].

Specifically, let $X_s = \{x_1, x_2, \ldots, x_n\}$ be a sensor time series of length $n$. The defining parameter for the windowing of $X_s$ into temporal data segments is the window size $n_2 < n$ that will dictate the structuring of the one-dimensional time-series into a two-dimensional matrix format. The result of the windowing process are lagged vectors $X_s^i = \{x_i, x_{i+1}, \ldots, x_{i+n_2-1}\}$ where $i = 1 : n - n_2 + 1$. The temporal vectors $X_s^i$ are subsequently concatenated, yielding the trajectory matrix $M_s \in \mathbb{R}^{n_1 \times n_2}$ of the time series $X_s$ where $n_1 = n - n_2 + 1$, composed of elements:

$$M_s = \begin{bmatrix}
    x_1 & x_2 & x_3 & \cdots & x_{n-n_2} \\
    x_2 & x_3 & x_4 & \cdots & x_{n-n_2+1} \\
    \vdots & \vdots & \vdots & \ddots & \vdots \\
    x_{n_2} & x_{n_2+1} & x_{n_2+2} & \cdots & x_n
\end{bmatrix}$$

Applying the same procedure on all sensing channels yields $s$ trajectory matrices $M_s$, where $s = 1, 2, \ldots, S$. To handle multiple sensing channels, we either consider concatenating individual matrices into large ones, or grouping them into
higher order structures called tensors depending on the particular scenario, as discussed in the next section. While for the training stage the trajectory matrices and tensors are fully populated, during the test phase each matrix \( \mathbf{M}_s \) conveys the missing entries of the \( s \)-th data stream \( X_s \). Without loss of generality missing entries are modeled as zero values on each trajectory matrix and tensor. In addition, we consider that unobserved values at specific time instances for the \( s \)-th data channel (e.g., the \( x \)-axis of the accelerometer) impose missing values on the remaining channels of the same modality (e.g., the \( y \)- and the \( z \)-axes of the accelerometer). As explained below, the resulting sub-populated Hankel structures contain the missing values, which are subject to reconstruction.

### B. Reconstruction of missing data

This module considers as input the under-sampled Hankel structures of the sensing channels, with the objective to recover their missing entries, by systematically exploiting the inherent correlations between the available data. A primary aspect that arises is the origin of the data streams involved during reconstruction. Specifically, we consider the following three scenarios for combining the partially populated data streams per sensing modalities and/or devices:

- **Collective Recovery per Device** (CRD) considers that reconstruction is made with respect to the device, and as such, it involves the data streams from all the modalities originating from the same sensing platform, e.g., the accelerometer and the gyroscope data streams acquired from the device attached to the chest of the individual. The reconstruction instances for CRD are equivalent to the scale of the BSN.

- **Collective Recovery per Modality** (CRM) recovers missing values with respect to the type of modality. Specifically, it involves data streams originating from different platforms which are grouped with respect to modality, e.g., the accelerometer data of all BSN nodes. As such, the instances of CRM are directly mapped to the number of modalities.

- **Collective Recovery** (CR) incorporates all available data streams originated from different sensing platforms and corresponding to different types of measurements.

For each of these scenarios the trajectory matrices \( \mathbf{M}_s \) of the sensing channels involved are concatenated to either trajectory matrices \( \mathbf{M} \in \mathbb{R}^{[n_1 \times n_3]} \times n_2 \) (2D structuring), or the respective trajectory tensors \( \mathbf{M} \in \mathbb{R}^{[n_1 \times n_2 \times n_3]} \) (3D structuring). For both structuring cases, \( n_3 \) defines the number of participating channels per scenario. An example of the 2D and 3D data structuring is presented in Fig. 2 for the CRM case, considering two sensing platforms, and one sensing modality with three data streams, when the Collective Recovery per Modality (CRM) scenario is adopted.

The recovery of the missing entries of the partially populated matrices or tensors, is performed by the means of either MC or TC. MC has been successfully applied in various datasets including vital signs \([22]\), as well as human activity recognition in videos \([23]\). Similarly, TC has already delivered promising results on the recovery of both synthetic and real-world MRI and hyper-spectral data \([17, 24]\). The background on MC and its extension to TC is elaborated below.

#### 2D Data Reconstruction

The reconstruction of the partially observed matrix \( \mathbf{M} \in \mathbb{R}^{[n_1 \times n_3]} \times n_2 \) relies on the theory of MC, which considers the availability of \( k < < [n_1 \times n_3] \times n_2 \) entries in \( \mathbf{M} \). While this is an ill-posed problem, it was recently shown \([16]\) that exact recovery is possible from a limited set of \( k \) sampled entries, given that \( \mathbf{M} \) is characterized by a much lower rank compared to its ambient dimensions. A straightforward approach for filling in the missing values is to estimate the lowest-rank matrix \( \mathbf{M}^* \) which agrees with the given data \([25]\). While rank-minimization is an NP-hard problem \([26]\), exact matrix recovery is possible by replacing rank with the computationally tractable nuclear norm given by: \( \| \mathbf{M}^* \|_* = \sum_{i=1}^{k} \| \sigma(i) \| \), where \( \sigma(1) \ldots \sigma(k) \) are the singular values of matrix \( \mathbf{M} \) \([27]\). The problem of matrix recovery can thus be formulated as:

\[
\text{minimize } \| \mathbf{Z} \|_* \\
\text{subject to } \mathcal{A}(\mathbf{Z}_{ij}) = \mathcal{A}(\mathbf{M}_{ij}), \quad (i,j) \in \Omega, \quad (1)
\]

where \( \Omega \) is the set of indices \((i,j)\) corresponding to the observed measurements from \( \mathbf{M} \), and \( \mathcal{A} \) is a linear operator defined as \( \mathcal{A}(\mathbf{M}_{ij}) = \{m_{ij} \text{ if } (i,j) \in \Omega \mid 0 \text{ otherwise}\} \). Recovery of the input matrix is...
achieved, provided that $M$ is sampled uniformly and $k \geq Cr(max(n_1 \times n_3, n_2))^{6/5} log((max(n_1 \times n_3, n_2)))$, $C$ is a constant, and $r$ is the rank of the matrix [16]. In order to solve Eq. (1) we herein adopt the Augmented Lagrange Multipliers (ALM) method [28], due to its performance in terms of recovery of missing entries and computational complexity.

3D Data Reconstruction. Similar to the 2D case, the reconstruction of the sub-populated tensor $M \in \mathbb{R}^{n_1 \times n_2 \times n_3}$ relies on the availability of $k << n_1 \times n_2 \times n_3$ entries in $M$. State-of-the-art methods [29], [30] involve unfolding the tensor into a matrix and the formulation of a matrix recovery problem, which is solved by the means of Singular Value Decomposition. However, this approach is impractical for large-scale problems, and more importantly, it exploits the low-rank characteristics of a single dimension of the underlying tensor during each unfolding. To address these issues, we herein employ the recently proposed low-rank TC using Parallel Matrix Factorization [17], which offers lower computational complexity and better performance compared to the unfolding family of solutions.

Specifically, each mode (i.e., dimension) of tensor $M$ is unfolded to a set of matrix factors $X, Y, Z$, such that $M_n \approx X_n Y_n$, where $n = 1, 2, 3$ is the mode considered. Introducing one common variable $Z$ to relate these matrix factorizations, we solve the following problem to recover tensor $M$:

$$\text{minimize}_{X, Y, Z} \sum_{n=1}^{3} \frac{\alpha_n}{2} \|X_n Y_n - Z_n\|^2_F$$

subject to $A(Z_{ij}) = A(M_{ij})$, $(i, j, l) \in \Omega$, (2)

where $X = \{X_1, X_2, X_3\}$, $Y = \{Y_1, Y_2, Y_3\}$ and $Z = \{Z_1, Z_2, Z_3\}$ correspond to the unfolding of the three-way tensors we consider in this work. The parameters $\alpha_n$ are weights which satisfy $\sum_n \alpha_n = 1$, $\Omega$ is the index set $(i, j, l)$ of observed entries, and $A$ is defined similarity to the matrix case as $A(M_{ij}) = \{0\}$ if $(i, j, l) \in \Omega$ \{0 otherwise\}.

The drawback of this approach is that all three ranks of the tensor must be a-priori defined, an assumption which is impractical to consider. To tackle this issue, we adopt the rank increasing scheme introduced in [17], according to which the rank estimates are iteratively increased, if the algorithm detects slow progress in the updates of the singular values of their corresponding factor matrices. Thus, Eq. (2) is solved by cyclically updating $X_n, Y_n$, and $Z_n$. The procedure is performed for all modes in parallel, thereby improving both the speed of execution and its effectiveness, since it exploits the low-rank characteristics of tensor modes at the same time.

C. Feature Extraction and Classification

During the training phase, the $S$ trajectory matrices $M_s$ are injected into the feature extraction module for extracting a set of representative attributes. For each temporal window and sensing channel, the resulting feature vector is comprised of $N$ statistical attributes. In total $n_1$ feature vectors are produced for each channel. The classification module considers this input along with the labels of the activities for calculating the activity recognition models according to the adopted machine learning algorithm.

During the test phase, the 2D or 3D reconstruction process yields a fully populated matrix or tensor respectively, which is decomposed to $n_3$ trajectory matrices for each instance of the adopted data structuring scenario (CRM, CRD, CR). Similarly to the training phase, the feature extraction module is applied on the reconstructed trajectory matrices for the total number of channels, producing a feature matrix $\mathbb{R}^{n_1 \times [S \times N]}$. The classification module employs this input and the trained models for inferring the predicted activity label.

III. Evaluation Studies

The proposed framework has been evaluated on two popular activity recognition datasets, namely the HAR [31], and the MHEALTH [32]. The HAR dataset employs a conventional smartphone, deployed on the waist. The dataset contains filtered 3-axial inertial data (acceleration, angular velocity), providing in total $S = 6$ sensing channels, from thirty healthy individuals who are performing five physical activities. The MHEALTH dataset utilizes Shimmer2 [33] wearable sensors that are deployed on three body locations, i.e. chest (CH), right wrist (RW), left ankle (LA). It contains three different types of 3-axial modalities (acceleration, angular velocity, variations of magnetic field) and $S = 21$ sensing channels, which describe twelve daily activities, ranging from body postures to combined motions performed by ten volunteers.

For the purposes of our study, both datasets were randomly partitioned to 70% of subjects for training and 30% of subjects for testing, respectively. For the pre-processing of the available data streams, we consider a window size of $n_2 = 128$ with a 50% overlap to form the aforementioned Hankel structures, in accordance to the bibliography [34], [35]. These parameters yield $n_1$ equal to 406 and 544 for the HAR and MHEALTH datasets, correspondingly. The existence of missing measurements was simulated by randomly taking a certain amount of data out from the original set for testing. For selecting which values to omit, we employed a uniform distribution, in compliance to the related bibliography [16]. In total, ten different cases of data partitioning were considered, resulting to an equivalent number of independent experiments for the reconstruction and classification processes.

The efficacy of the MC and the TC reconstruction methods is evaluated against the state-of-the-art Regularized Expectation Maximization (RegEM) [36] imputation method, which considers an iterative process for finding maximum likelihood estimates of parameters and has been applied for the 2D reconstruction of vital signs [22]. With regard to the feature extraction process, we consider the $N = 22$ statistical features per sensing channel described in [15]. To study the effect of reconstruction on the classification accuracy we employ two state-of-art families of classifiers, which are extensively used in the HAR domain, as well as reasonably time responsive [37], namely: (a) the K-Nearest Neighbours (KNN) considering both the Euclidean and the Cosine metrics (K=10) and (b) the Support Vector Machines (SVM), adopting both Gaussian and Quadratic kernels [19].

A key experimental parameter is the fill ratio $f \in [0, 1]$ defined as the percentage of measurements available for reconstruction. When $f \to 0$ (1), the percentage of available
measurements decreases (increases), while \( f = 1 \) corresponds to a fully populated set of measurements, containing no missing entries. The performance metrics employed are: (a) the Normalized Mean Square Error (NMSE) defined as the mean squared error between the fully populated and the reconstructed structures normalized with respect to the \( l_2 \) norm; (b) the running time for each reconstruction method; and (c) the classification accuracy (CA), which quantifies the ability of each classifier to predict the correct activity label. Finally, for the purposes of this study our framework has been implemented on MATLAB®, considering a conventional CPU processor (Intel Core™ i5-4590 CPU@3.30GHz, 8GB RAM).

**Evaluation Results**

**Error of missing data reconstruction.** Figure 3 illustrates the cumulative NMSE of RegEM, MC, and TC both on HAR and MHEALTH datasets. The data structuring is made according to all of the engaged scenarios and it involves the totality of the data streams available per dataset. It is essential to note that when the HAR dataset is considered, CRD is identical to CR, since in this dataset there is only one sensing device.

The initial observation to make is that for both datasets RegEM achieves the best reconstruction quality in NMSE terms, followed by MC. Specifically, when the HAR dataset is considered (Fig. 3(a),(c),(e)), RegEM and MC have an almost identical NMSE performance for \( f \geq 0.6 \), while RegEM achieves a smaller reconstruction error for \( f \leq 0.5 \). On the other hand, TC is inferior with respect to the value of the cumulative NMSE, which remains greater than \( 10^{-4} \) for \( f < 0.6 \). Similar observations are made for the case of the MHEALTH dataset (Fig. 3(b),(d),(f)), as RegEM is shown to be the most efficient reconstruction method for all values of \( f \). Indicatively, RegEM achieves a NMSE lower than \( 5 \times 10^{-4} \) for \( f = 0.2 \), as opposed to the MC and TC techniques which yield a NMSE equal to \( 5 \times 10^{-4} \) and \( 7 \times 10^{-4} \), respectively.

With regard to the recovery scenarios, CR is reported as the most NMSE effective. This is more evident for the MC and TC techniques on the HAR dataset (Fig. 3(c),(e)), as well as for the TC applied on MHEALTH (Fig. 3(f)). The remaining plots demonstrate similar NMSE performance for all scenarios. The associated reasoning is related to the number of data streams per dataset and their corresponding rank, leading to marginal reconstruction quality per sensing channel.

**Execution Time per Scenario.** Figure 4 presents the cumulative running time for the reconstruction of all data streams when different scenarios of data structuring are considered.

The results presented in Fig. 4 indicate that the superiority of RegEM in terms of NMSE comes with a price: RegEM’s running time increases exponentially when the CR scenario, involving larger-scale structures, is considered. Indicatively, the cumulative running time when CR is adopted at \( f = 0.2 \), is approximately 6 minutes for the HAR dataset, while for the more extensive MHEALTH dataset it increases to 2.7 hours.

The advantage of the MC technique in terms of its computational complexity is shown in Fig. 4(c)-(d) for the HAR and MHEALTH datasets, respectively. For both datasets and
all cases of structuring scenarios, the running time decreases as the value of the fill ratio increases, thereby highlighting the dependency of the convergence of the MC algorithm on the amount of missing data. Moreover, we observe that it is more time consuming for MC to perform recovery per modality (CRM) rather than per device (CRD) and/or collectively from all data (CR). This is more evident for the case of the MHEALTH dataset (Fig. 3(d)), wherein 21 channels representing three modalities are collected from three devices. It is related to the rank of the under-complete structures, defined by their associated data streams, and the total number of MC reconstruction instances per structuring scenario; including a rather uncorrelated data stream, among the ones combined per scenario, could lead to structures that tend to be of full rank. This results in a dramatic delay regarding the convergence of the specific recovery call, thus increasing the overall running time for the corresponding scenario. This is the case for the CRM scenario when MC is adopted. By contrast when the CR policy is employed, one MC-based reconstruction instance of high rank is applied, which is overall less time-costly.

Interesting observations are derived when the TC method is employed for the reconstruction of the HAR (Fig. 4(e)) and the MHEALTH (Fig. 4(f)) dataset. The execution time remains similar for the entire range of values of \( f \), with a slight upward trend that follows the increase of \( f \). This outcome suggests that the computational complexity of the TC algorithm is not directly related to the volume of missing data to be recovered. Instead, it is associated to the size of the underlying tensor, since CR requires slightly longer execution times than CRD and CRM. The difference in the size and structuring of each tensor per scenario is dictated by its third dimension, which is equivalent to the number of sensing channels; considering the MHEALTH scenario, the value of \( n_3 \) ranges from 3 channels (acceleration along the \( x, y, z \) axes) from the sensor attached on the subject’s chest (for an instance of CRD) to 21 (for CR), which is the total number of data channels in this case.

Impact of reconstruction on the Classification Accuracy. The CA achieved when all classifiers and data structuring scenarios are employed is presented in Fig. 5 and Fig. 6 for the HAR and MHEALTH datasets, respectively. We therein also present the classification performance achieved when fully populated matrices are fed to the classification module (\( f = 1 \)).

With regard to the impact of the MC reconstruction method on the CA, the Quadratic and Gaussian SVM exhibit superior performance for both datasets when \( f = 1 \). Nevertheless, when \( f < 1 \), the optimal CA results are provided when MC is combined with the KNN family of classifiers. For example, considering the HAR dataset at \( f = 0.2 \) and the CRD/CR scenario, the CA achieved by the Euclidean KNN equals to 73.0\%, as opposed to 63.8\% obtained by the Gaussian SVM. This behavior is even more prominent when the MHEALTH dataset (Fig. 5) is examined at \( f = 0.2 \); the data structuring according to CRD yields a CA equal to 63.8\% for the Gaussian SVM method. By contrast, when the Euclidean KNN classifier is employed, the mean value of the CA increases to 84.0\%. From these results, we can get three major insights about the MC reconstruction method: (a) its impact on the classification performance depends heavily on the employed classifier; (b) when the percentage of missing values is high (i.e., for low \( f \) values), the correlations that appear in the reconstructed data fade out at the presence of the feature space transformation (e.g., due to the kernel trick), which is a distinct characteristic for the SVM family of classifiers; (c) with the appropriate classifier (i.e., KNN family), MC can fully utilize the correlations that exist among diverse modalities of the same sensing device, even if such correlations are not explicitly encoded into the recovery process (CRD and CR versus CRM).

When the TC method is applied we observe that the CA performance achieved by the SVM classifiers when \( f \leq 0.4 \) is consistent to the optimal performance provided when \( f = 1 \).
As such, when 20% of the measurements of the HAR dataset is available, the combination of CDR/CR and the Gaussian SVM yields 81.2% CA, which is the highest achieved among all classifiers. Similarly, for the MHEALTH dataset and $f = 0.2$, when the data are structured according to CRD (CR), the value of CA for the Quadratic SVM remains optimal and equal to 89.8% (81.5%). This outcome initially contradicts our aforementioned intuition on the performance of TC, with respect to the cumulative NMSE (Fig. 2). Such a result can be explained, though, by examining the correlations among the data, since some modalities (e.g., acceleration) are low-rank, while others are not. TC can recover the strongly correlated streams with high precision, but fails for higher-ranked data, resulting in a larger total NMSE than that of MC.

**Different percentage of missing values per device.** In this experiment, we address the realistic case of each device being affected by a different value of $f$. To this end, we employ the MHEALTH dataset and the MC/TC recovery methods. Missing values are introduced by applying different sampling rates per device, which are centered at three values of the fill ratio, namely $f = 0.2$, $f = 0.5$, and $f = 0.8$. Considering the three different body locations, i.e., CH, LA, and RW, 9 different combinations of values of $f$ per device are extracted, ranging from 0.1 to 1. For each of these combinations, we apply the Gaussian SVM classifier, which has the optimal performance in terms of CA (92.5%, Fig. 6) when $f = 1$.

In this work we have addressed the problem of missing values in the HAR domain, considering: (a) the inherent correlations that characterize heterogeneous inertial data, and (b) the use of MC and TC as an inseparable part of a modular human activity classification framework for reconstructing sub-populated 2D and 3D structures, respectively. This is part of a fundamental change in data understanding for HAR problems, where machine learning algorithms are
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**Table I**

<table>
<thead>
<tr>
<th>Sampling Rate per Device</th>
<th>Missing Values</th>
<th>CRD</th>
<th>CRM</th>
<th>MC/TC</th>
<th>CR</th>
<th>MC/TC</th>
</tr>
</thead>
<tbody>
<tr>
<td>CH, LA, RW</td>
<td>$f = 0.2$</td>
<td>46.2</td>
<td>60.3</td>
<td>82.0</td>
<td>64.2</td>
<td>75.2</td>
</tr>
<tr>
<td>CH=0.3, LA=0.3, RW=0.3</td>
<td>47.5</td>
<td>54.4</td>
<td>80.4</td>
<td>64.2</td>
<td>75.2</td>
<td>59.8</td>
</tr>
<tr>
<td>CH=0.1, LA=0.1, RW=0.4</td>
<td>42.1</td>
<td>44.5</td>
<td>79.5</td>
<td>44.4</td>
<td>69.0</td>
<td>38.8</td>
</tr>
<tr>
<td>CH=0.6, LA=0.8, RW=1</td>
<td>66.5</td>
<td>88.4</td>
<td>84.3</td>
<td>64.7</td>
<td>81.2</td>
<td>83.8</td>
</tr>
<tr>
<td>CH=0.3, LA=0.2, RW=0.1</td>
<td>45.7</td>
<td>54.4</td>
<td>80.4</td>
<td>64.2</td>
<td>75.2</td>
<td>59.8</td>
</tr>
<tr>
<td>CH=0.1, LA=0.1, RW=0.4</td>
<td>42.1</td>
<td>44.5</td>
<td>79.5</td>
<td>44.4</td>
<td>69.0</td>
<td>38.8</td>
</tr>
</tbody>
</table>

The results in terms of CA are presented in Table I for the MC- and the TC-based reconstruction, against the CA when no recovery method is applied on the dataset. The first observation to make is that the CA for all cases increases along with the increase of the value of the fill ratio, in compliance to the results presented above when the same value of fill ratio applies to all devices. With respect to the data structuring scenarios when the TC reconstruction method is applied, CRD is the most promising, since for all different cases of mean value of $f$, it yields the highest value of CA compared to the remaining structuring scenarios: 82%, 84.7%, and 88.6% for mean values of $f$ equal to 0.2, 0.5, and 0.8, respectively. Similar performance in observed for the MC method.

Moreover, it is shown in Table I that for each sampling set considered, there is at least one reconstruction scheme that significantly improves the CA achieved in the case of non-recovered data. For instance, when CRD is considered and the mean value of $f$ is 0.2, the TC-based reconstruction yields accuracy which is approximately 35% higher than the one resulting when no recovery method is applied (46.2%). Notably, there is not a specific sampling set per mean value of fill ratio that produces the optimal accuracy. When the mean value of $f$ is 0.2 or 0.5, the occurrence of a higher percentage of available data from the RW yields the optimal performance for both the MC and TC reconstruction methods. By contrast, when the mean value of $f$ is 0.8, it is more advantageous to provide a richer volume of data from the CH location. **Impact of Sub-sampling on Battery Consumption.** We finally examine the impact of data sub-sampling and reconstruction on the lifetime of the BSN responsible for the data acquisition for recognizing human activities. Towards this direction, we employ the Shimmer2 sensing platforms for capturing 3-axial accelerometer, gyroscope, magnetometer, and battery level data, in accordance to the available physical data streams provided within the MHEALTH dataset. We consider four different cases of sampling rates, i.e., $\{50, 35, 20, 10\}$ Hz, for continuously streaming data within a time-span of 9 hours. Without loss of generality, the data and a transmission sampling rate at 50Hz corresponds to a fully populated matrix, i.e., $f = 1$. Subsequently, reducing the sampling rate to $\{35, 20, 10\}$ Hz would produce sub-sampled datasets corresponding to $f = \{0.7, 0.4, 0.2\}$.
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**IV. Conclusions**

In this work we have addressed the problem of missing values in the HAR domain, considering: (a) the inherent correlations that characterize heterogeneous inertial data, and (b) the use of MC and TC as an inseparable part of a modular human activity classification framework for reconstructing sub-populated 2D and 3D structures, respectively. This is part of a fundamental change in data understanding for HAR problems, where machine learning algorithms are
autonomously trained using label data for the automated characterization of observations. Our studies elaborate on the impact of imputation on the reconstruction error and CA of landmark classifiers in the HAR domain, considering different scenarios for the combination of the inertial sensing channels. The results demonstrate that MC yields the optimal performance in terms of time response, while the combination of TC with a SVM classifier achieves the most promising results when multi-modal data are acquired by multiple devices. Results also outline the efficacy of our proposed framework in the case of different data loss percentages per device, and the improvement of the lifetime of the underlying BSN at minimum loss of CA.

Extensions of this work consider: (a) distributed aspects for the reconstruction and classification procedures, while additionally considering the trade-off between the achieved energy gain and the computational overhead per device; (b) the real-time implementation of the proposed framework, taking into consideration both the necessary memory modules for enabling data streaming alongside data reconstruction, as well as the computational/energy overhead introduced by the recovery process on conventional low-complexity and low-power receivers (e.g. smart phones).
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