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Abstract—Compressed sensing is an attractive compression I11. SIMULATION RESULTS

scheme due to its universality and lack of complexity on the : ; . .
sensor side. In this work we demonstrate how it could be used Our simulation model consists of one cell bimicrophone

in a wireless sensor network. We consider a sensor network S€NSOr nodes arranged equally around a circle. We assume the
that tracks the location of a subject wearing a device that Signal at each microphone is only a delayed and attenuated
periodically transmits an audio signal. Through simulations and  version of the signal at the sound source. The interestetkrea
measurements of a S|mpl'e system, we illustrate that dramatic j5 directed to our earlier work [7] for more details on our iaud
compression can be acheived. model. From theV samples taken at the Nyquist rate at each
I. INTRODUCTION sensor node) are randomly selected and transmitted to the
. . DFC. Note that with special hardware this could be done in a
Compressed Sensing (CS) [1] [2] seeks to represent aS|g§ﬂlg|e process known as Random Sampling [8].
using a number of linear, non-a_daptive measurements. lysual The DFC then uses thede\l samples to detect whether or
the number of measurements is much lower than the nUMBeY; there is a desired signal in the cell using SOMP and IDEA,
of samples needed if the signal is sampled at the Nyquigly it so then estimate it. Figure 1(a) & (b) show the results
rate, th.us.prowdlng 'Fhe benefits of reduced storage spate 3f a simulation of the detection and estimation performance
transmission bandwidth due to the phenomenal compressigp 4 10 « 10 metre cell. Curves are given for 1, 2 and 4
a(_:h|eved. These features make CS an ideal candm_latt_e fom US€dnsor nodes at a signal to noise ratio (SNR) of 40dB, and it
wireless sensor networks (WSNs), where transmissions MsStyigent that increasing the number of sensors decreases t
be m|n|m|§ed in order t(_) conserve limited power resources, mper of samples—and therefore transmissions—requiged p
If the signals appearing at each sensor are jointly Spai§g,sor node. For instance, with 4 sensors and a probalflity o
[3], then this may be exploited by suitable reconstructiogy oy jess thari02, only 3 samples are required for detection
algorithms [4] to minimise total transmissions in the WSN, 4 7 for estimation. ASN — 128. this is equivalent to

Other work in single-sensor CS has shown that if the goal iy mpressions of 98% and 95%, respectively. Note that this
signaldetection rather than reconstruction, further reduction IRequires extremely little computation on the part of thessen
measurements is possible [5]. We combine these two resylgye

to show that dramatic reductions in data transmissions in a
WSN can be acheived. IV. MEASUREDRESULTS

Our experimental set-up consisted of two microphones
five metres apart and a sound source between them. Pulses

We consider a WSN that is used to track the location ofaf different frequencies were played and recorded at each
subject wearing a tracking device that periodically traitsm microphone. The sound source was placed at various points
an audio signal. The WSN would be arranged in some cell-liketween the microphones.
structure in an outdoor setting, or else the cells could ben@  We also simulated this configuration, but note that the
of a large building similar to the system considered in [6¢ Wexperiment was performed in a highly-reflecti#e< 3 metre
assume that each sensor has very limited computationélabilroom and thus there was significant reveberation, which iis no
and simply transmits its readings to a data fusion centré&)DF taken into account in the simulation. Nevertheless, thalies

As we wish to use CS detection algorithms in the DF@ Figure 1(c)-(f) show that there is good agreement between
to minimise the number of required transmissions, our audioe simulated and measured results.
signal must be very sparse, and our system uses short pulsekhe measured results are particularly encouraging as they
of a single frequency. This also ensures that the signatglicate that these techniques are very suitable for indser
appearing at each sensor are jointly sparse, allowing usdo and that reverberation caused by walls, floors and ceiliogs d
simultaneous orthogonal matched pursuit (SOMP) [4] alonwt degrade performance significantly; only two samplemfro
with the incoherent detection and estimation algorithmEA) both sensor nodes provide a probability of detection egss |
[5] in the DFC to detect the presence of a signal. than10~2 and one more sample reduces this to less titar.

II. SYSTEM ARCHITECTURE



(a) Simulated Cell Performance (c) Simulated Room Performance (e) Measured Room Performance

Probability of Detection Error

(b) Simulated Cell Performance (d) Simulated Room Performance
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Fig. 1. Probability of detection and estimation error formsiy recorded by a multi-sensor system. Results fod & 10 metre cell are shown in (a) &(b),
and a6 x 3 metre room in (c)-(f). The solid line is the performance using sensor, the dashed line with two sensors, and the dotieavith four sensors,
however this only appears in (a) & (b). The Nyquist rate is $a&ples per sensor.
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