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ABSTRACT

Predicting the structural class of a protein from its amino acid sequence is among the most significant challenges in bioinformatics. While current methods using recurrent neural networks achieve a notable accuracy in this task, their approach relies on extracting a large quantity of features, impacting the efficiency and reliability of the prediction. In this work, we introduce an efficient and accurate classification scheme based on chaos game representation and recurrent neural networks. The proposed scheme achieves comparable results with state-of-the-art methods, while using a significantly lower-dimensional representation of the feature space.

Index Terms— Protein Structural Class Prediction, Gated Recurrent Unit, Chaos Game Representation, Multidimensional Time-series

1. INTRODUCTION

Structural class prediction of proteins with low-sequence similarity constitutes one of the most important challenges in bioinformatics. The structure of a protein is associated with its biological function and is determined by its amino acid sequence via the process of protein folding [1]. Structural class prediction provides a better understanding of the protein’s biological activity and it is helpful for analyzing protein function, interactions, and regulation. Based on the protein’s folding patterns, the following four structural classes exist: (i) all-α, where the structural domains are mainly composed of α-helices and a small amount of β-strands; (ii) all-β, which is mostly formed by β-strands and a few isolated α-helices; (iii) α + β, forming α-helices and mostly anti-parallel β-strands; and (iv) α/β consisting of α-helices and almost all parallel β-strands [2].

A variety of machine learning based algorithms have been developed, with significant effort being given on improving the prediction accuracy for proteins with low sequence similarity [3, 4, 5, 6]. It has been recognized that the performance of the prediction model is significantly impacted by the size and dimensionality of the data. A recent work by Panda et al. [7] proposes a deep recurrent neural network architecture that verifies for the first time the structural class prediction of low-sequence similarity proteins in a low-dimensional feature space for large and significantly small datasets. Their approach requires a sophisticated feature extraction process that involves (i) a pretrained model that maps words into embeddings known as word2vec SkipGram model [8], (ii) a representation of the biochemical properties of each amino acid based on Atchley’s factors II, IV, V [9], and (iii) the electron ion interaction potential (EIIP) of each amino acid [10]. All three representations arise after further processing in a 18-dimensional feature space for each protein sequence. The resulting feature space is evaluated by a deep neural network architecture consisting of a Gated Recurrent Unit (GRU) [11] and two dense layers, which is optimized with respect to the model’s parameters separately for each one of the six different datasets examined.

This work introduces a novel, simple and efficient architecture based on a time-series representation of the protein sequences and recurrent neural networks. The proposed architecture outperforms the work of Panda et al. in terms of computational complexity and feature dimensionality while achieving a comparable classification performance. In particular, as depicted in Fig. 1, the protein sequence is transformed into a two-dimensional time-series via the processes of Chaos Game Representation (CGR) [12]. Meanwhile, a significantly lower-dimensional feature representation is derived in an automated-fashion through the data processing pipeline. Finally, a simple neural network architecture, consisting of a GRU and a single dense layer, is employed to process directly on the multidimensional time-series data of varying lengths and the respective features.

All in all, the key contributions of this work are the following: (i) protein structural class prediction is verified for the first time in a significantly lower-dimensional (5-dimensional) feature space via recurrent neural networks, (ii) through our sequence-to-time-series procedure, the respective
2. MATERIALS AND METHODS

2.1. Dataset description

This work employs publicly available benchmark datasets of proteins with low-sequence similarity. As depicted in Table 1, 25PDB, FC699 and 640 are large datasets compared to 498, 277 and 204 which are significantly smaller. The protein samples of each dataset are categorised based on their structural class to α-fold, β-fold, α/β-fold and α+β-fold classes which refer to the secondary structure of a protein. The sequence similarity is also provided in Table 1. FC699 dataset has a higher sequence similarity considering the rest of the datasets, and is also highly imbalanced with respect to the number of samples on the α/β class. Finally, it is important to mention that each dataset contains protein sequences of varying lengths.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Protein samples per class</th>
<th>Number of samples</th>
<th>Sequence similarity</th>
<th>Length range</th>
</tr>
</thead>
<tbody>
<tr>
<td>FC699 [14]</td>
<td>130, 269</td>
<td>377, 82</td>
<td>858</td>
<td>40% [46,808]</td>
</tr>
<tr>
<td>498 [16]</td>
<td>107, 128</td>
<td>136, 129</td>
<td>498</td>
<td>25% [9,537]</td>
</tr>
<tr>
<td>277 [17]</td>
<td>70, 81</td>
<td>81, 65</td>
<td>277</td>
<td>25% [31,235]</td>
</tr>
<tr>
<td>204 [17]</td>
<td>52, 61</td>
<td>46, 45</td>
<td>204</td>
<td>25% [16,360]</td>
</tr>
</tbody>
</table>

Table 1. Dataset description.

2.2. PSI-blast based Secondary Structure Prediction

The pipeline followed in this work is described in Fig. 1. As depicted, every amino acid in the protein sequence is initially predicted as one of the three secondary structural elements, namely H (helix), E (strand) and C (coil) using the PSI-PRED tool [18]. This simplification reduces the dimensionality of the data from 20 amino acids to three structural elements and thus reduces the overall computational complexity as well.

2.3. Time-series Generation via Chaos Game Representation

In order to transform the unidimensional sequence of characters into a two-dimensional time series, chaos game representation (CGR) [12] is employed. In essence, CGR is able to graphically represent the sequence while preserving its original structure. In this work, the updated 3-state sequence is represented in a unit equilateral triangle with its three vertices referring to the three secondary structure types helix (H), coil (C), and strand (E). Then the triangle centroid \( t_0(x), t_0(y) \) is defined and the \( (t_1(x), t_1(y)) \) coordinates of the first point of the plot are evaluated as the midpoint distance between the center of the triangle and the vertex corresponding to the first letter of the 3-state sequence. The following successive elements in the 3-state sequence are displayed as the midpoint distance between the previous plotted point and the vertex representing the element being plotted as follows,

\[
\begin{align*}
  t_i(x) &= \frac{1}{2}(t_{i-1}(x) + v_i(x)), \quad \text{for } i = 1, \ldots, N \\
  t_i(y) &= \frac{1}{2}(t_{i-1}(y) + v_i(y)), \quad \text{for } i = 1, \ldots, N
\end{align*}
\]

where \( v_i(x) \) and \( v_i(y) \) are respectively the \( x \) and \( y \) coordinates of the vertex corresponding to the \( i \)-th secondary structural element of a protein with sequence length \( N \). Finally, as presented in Fig. 1, the obtained graphical representation, the so-called CGR, of the 3-state sequence is decomposed into a two-dimensional time-series, where \( T^{(1)} = \{t_1(x), t_2(x), \ldots, t_N(x)\} \) and \( T^{(2)} = \{t_1(y), t_2(y), \ldots, t_N(y)\} \).

3. EXPERIMENTAL SETUP

This section describes in detail the parameter setting of our recurrent neural network architecture as well as the classification procedure and metrics. The herein work is compared and contrasted with the one of Panda et al. [7], since, to the best of our knowledge, it is the only one to use recurrent neural networks for the problem of structural classification of low-sequence similarity proteins. The model is implemented on a desktop computer equipped with NVIDIA’s GPU model Quadro P4000, with 8Gb available RAM.

3.1. Network Architecture

The designed architecture is developed in Python programming platforms, by exploiting the open-source machine learning framework PyTorch. In more detail, the network con-
Table 2. Network parameters employed in this work and the work of Panda et al. [7].

<table>
<thead>
<tr>
<th>Dataset</th>
<th>This work</th>
<th>Panda et al.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>25PDB, FC699, 640, 498, 277, 204</td>
<td>25PDB</td>
</tr>
<tr>
<td>Number of features</td>
<td>5</td>
<td>18</td>
</tr>
<tr>
<td>Batch size</td>
<td>1</td>
<td>100</td>
</tr>
<tr>
<td>Number of layers</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Hidden states per layer</td>
<td>64</td>
<td>124</td>
</tr>
<tr>
<td>Dropout per layer</td>
<td>0.1</td>
<td>0.3</td>
</tr>
<tr>
<td>Learning rate</td>
<td>0.001</td>
<td>0.01</td>
</tr>
</tbody>
</table>

3.2. Classification Setup & Performance Metrics

In this work, the data are split in a stratified fashion into 80%-10%-10% training, validation and testing non-overlapping sets respectively. The model's performance is reported based on the lowest validation loss achieved during the training process. The best performing model is then evaluated on the test set to assess the final performance of the method. The classification procedure is repeated for 20 random data splits and the average performance with standard derivation is reported. The performance of the proposed architecture is evaluated in terms of overall classification accuracy, precision and recall. On the contrary, there are no records concerning the classification setup in the study of Panda et al. where a single run of their model is reported.

4. EVALUATION RESULTS

The performance of the proposed framework in terms of average precision and recall is presented in Table 3. Precision represents the prediction quality of the classifier, whereas, recall can be viewed as a measure of quantity of correctly classified samples. As provided on Table 3, the proposed classification scheme is less confident considering the prediction of $\alpha/\beta$ and/or $\alpha + \beta$ classes across datasets. An intuitive explanation is that the $\alpha/\beta$ and $\alpha + \beta$ folds consist of $\alpha$-helices and almost all parallel/antiparallel $\beta$-strands by their nature, so it is very likely to be interpreted as one among each other or an $\alpha$ or $\beta$ structure. In particular, considering the 25PDB dataset, $\alpha/\beta$ class is misclassified as $\beta$ and $\alpha + \beta$-fold as given by the precision of the model for this particular class. Considering the datasets 640 and 277, the model misclassifies $\alpha/\beta$ class mainly to the $\alpha + \beta$ class, as these particular datasets contain more samples in those classes as described in Table 1. Similarly, the previous hold for the 498 and 204 dataset, however, the overall performance of proposed model is quite sufficient. Finally, for the FC699 dataset we observe that the model achieves high quality prediction for the first three classes and is less accurate considering the final class. This is due to the fact that (i) the protein sequences have higher similarity comparing to the rest of the datasets and (ii) the dataset is highly unbalanced with respect to the last class as shown in Table 1. The overall classification accuracy of the proposed classification scheme in comparison with the study of Panda et al. is depicted in Table 4. As mentioned in Section 3.2 Panda et al. report a single run of their model with no discussion around the classification process. In this work, we perform a 20-fold cross-validation and report the average...
as well as the respected standard deviation among the 20 individual runs. Furthermore, we report the highest achieved accuracy among the 20-folds. As shown in Table 4, the proposed model achieves comparable and even higher average classification accuracy compared to the work of Panda et al. for the FC699 and 204 datasets respectively. On the contrary, for 640 and 277 datasets the average classification accuracy is significantly lower. This is due to the fact that those specific datasets contain in total more $\alpha$ + $\beta$ and $\alpha/\beta$ classes which as discussed previously are not properly distinguished by the proposed classifier. Similarly, for the 25PDB and 498 datasets, the average performance of the model is not as high as in the work of Panda et al. since the proposed model is less confident in predicting $\alpha$ + $\beta$ and $\alpha/\beta$ classes. On the other hand, considering the best model among the 20 different data splits, we observe that it outperforms the work of Panda et al. in every case besides the 640 dataset. It is important to mention that the configuration of the proposed model provided the highest achieved accuracy for 640 dataset compared to the rest configurations studied during the grid search parameter tuning procedure.

Regarding the convergence time of our proposed network, as described in Section 3.1 an early stopping criterion is utilized in the training process. Experimental evaluation verified that further training results to a similar performance across all datasets. Fig. 2 displays the number of epochs required for the model of Panda et al. and the proposed model to converge. As shown, the proposed model requires significantly less epochs on average to provide accurate prediction results. We also report the number of required epochs for the best model achieved per dataset. As observed, for the majority of the datasets, the number of epochs in this case is higher than the average due to the fact that the number of epochs per run varies significantly. Overall, the experimental evaluation indicates that the proposed architecture is able to predict the structural class of low-sequence similarity proteins for both large and small datasets providing comparable results with the state-of-the-art with a significantly lower number of required epochs.

5. CONCLUSIONS

In this work we design and implement a novel classification scheme for secondary structure classification of proteins with low-sequence similarity incorporating chaos game representation and recurrent neural networks. The suggested design takes advantage of the information derived from the sequence-to-time-series technique in an automated, information-recycling fashion, resulting in a relatively low-dimensional (5-dimensional) feature space. Despite the low-dimensionality of the feature space, the analysis on real protein data indicated the superiority of the suggested scheme, demonstrating that the proposed architecture is capable of classifying the secondary structure of proteins with low-sequence similarities for both large and considerably small datasets.
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