Less is More: How to Tame a Very Large ER Diagram
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Abstract

Understanding a large schema without the assistance of persons already familiar with it (and its associated applications), is a hard and very time consuming task that occurs very frequently in reverse engineering and in information integration. In this paper we describe a novel method that can aid the understanding and the visualization of very large ER diagrams that is inspired by the link analysis techniques that are used in Web Searching. Specifically, this method takes as input an ER diagram and returns a smaller (top-k) diagram that consists of the major entity and relationship types of the initial diagram. Concerning the drawing in the 2D space of the resulting top-k graphs, we propose a force-directed placement algorithm especially adapted for ER diagrams. Specifically, we describe and analyze experimentally two different force models and various configurations. The experimental evaluation on large diagrams of real world applications proved the effectiveness of this technique.

1 Prologue

It has been recognized long ago that the usefulness of conceptual diagrams (e.g. ER/UML diagrams) degrades rapidly as they grow in size. Understanding a large schema without the assistance of persons already familiar with it, is often a nightmare. Unfortunately, large conceptual schemas are becoming more and more frequent. The integration of information systems, the development or reverse engineering of large systems, the usage of ERP (the SAP database includes 30,000 tables) and the development of the Semantic Web (structured into ontologies potentially including dozens of thousands of classes) naturally lead to the building of very large schemas. Although a good drawing of a conceptual schema could aid its understanding, and several approaches for automatic placement have been already proposed (e.g. see [33, 23, 8, 28, 10]), it is a widely accepted opinion that the automatic layout facilities offered by current UML-based CASE tools are not satisfactory even for very small diagrams (for more see [14]). Consequently, the vast majority of layouts created today are done "by hand"; a human designer makes
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most, if not all, of the decisions about the position of the objects to be presented [26]. The visualization and drawing of large conceptual graphs is even less explored. The classical hierarchical decomposition techniques that are used for visualizing large plain graphs (for a survey see Chapter 3 of [29]), have not been applied or tested on conceptual graphs. Consequently, only manual collapsing mechanisms (like those described in [22]) are currently available for decreasing the visual clutter and for aiding the understanding of big conceptual graphs. In addition, the techniques that have have been proposed for reducing the size of a conceptual graph (in order to aid its comprehension), specifically ER clustering, either require human input [15, 34, 18, 7], or they are automated but not tested on large conceptual schemas [30, 1].

We decided to devise an automatic technique for identifying the major entity and relationship types of a very large conceptual graph as a means for facilitating its understanding. As Link Analysis has been proved very successful in Web Searching [6, 25] and recently in several other application domains [19, 20], we decided to design a similar in spirit technique for one very common and important kind of conceptual schemas, namely Entity-Relationship (ER) diagrams [9]. Concerning the drawing in the 2D space of the resulting top-k graphs, we describe a force-directed placement algorithm especially adapted for ER diagrams. Specifically, we describe and analyze experimentally two different force models and various configurations.

Both of the techniques that are presented in this paper can be applied not only to ER diagrams, but also on other kinds of conceptual graphs. The Semantic Web is one interesting application area because it is founded on ontologies (potentially including dozens of thousands of classes) that are exchanged in a layout-missing format. In this context, the provision of top-k diagrams and automatic layout services is very important as they can aid understanding that is very important for accomplishing tasks like semantic annotation, creation of ontology mappings, ontology specialization, etc.

This paper is structured as follows: Section 2 describes Link Analysis for ER diagrams, Section 3 introduces force-directed placement algorithms for ER diagrams and finally, Section 4 concludes this paper.

2 Link Analysis for ER Diagrams

Our objective here is to identify the major entity and relationship types of a very large ER diagram in order to facilitate its understanding. We designed a PageRank [6] style scoring method because PageRank is described in terms on the entire Web, while HITS [25] is mainly applied on small collections of pages (say those retrieved in response to a query). We view an ER diagram as a triple \((E, R, I)\) where \(E = \{e_1, \ldots, e_N\}\) denotes the entity types, \(R = \{r_1, \ldots, r_m\}\) denotes the relationship types, and \(I\) the \(isA\) relationships over \(E\) (i.e. \(I \subseteq E \times E\)). For any given \(e \in E\), we shall use \(conn_R(e)\) to denote those entity types that are connected with \(e\) through relationship types, \(conn_{sb}(e)\) denote the direct
subtypes of $e$, and $conn_{sp}(e)$ the direct supertypes of $e$. We shall also use the following shorthands: $conn_1(e) = conn_{ab}(e) \cup conn_{sp}(e)$ and $conn(e) = conn_R(e) \cup conn_1(e)$. Since two entity types may be connected with more than one relationship types we consider $conn_R(e)$ as a bag for being able to record duplicates. In addition, we shall use $attrs(e)$ to denote the attributes of an entity type $e$.

Now the score (or EntityRank) of an entity type $e$ in $E$, denoted $Sc(e)$, can be defined as follows:

$$Sc(e) = \frac{q}{N} + (1 - q) \cdot \sum_{e' \in conn_R(e)} \frac{Sc(e')}{|conn_R(e')|},$$

(1)

where $q$ stands for a constant less than 1 (e.g. 0.15 as in the case of Google)$^3$. One can easily see that the above formula simulates a random walk in the schema. Under this view each relationship type is viewed as a bidirectional transition and the probability of randomly jumping to an entity type is the same for all entity types (i.e. $q/N$). The resulting scores of the entity types correspond to the stationary probabilities of the Markov chain.

A rising question here is how we can incorporate $n$-ary ($n > 2$) relationship types into the aforementioned model. This can be achieved by replacing each $n$-ary relationship type ($n > 2$) over $n$ entity types $e_1, ..., e_n$ by $n(n-1)/2$ binary relationship types that form a complete graph$^4$ over $e_1, ..., e_n$. Consequently, an $n$-ary relationship type is viewed as $n(n-1)/2$ binary relationships.

An alternative approach is to assume that the probability of jumping to a random entity is not the same for all entities, but it depends on the number of its attributes. In this case we can define the score (or BEntityRank) of an entity type $e$ in $E$ as follows:

$$Sc(e) = q \frac{|attrs(e)|}{|Attr|} + (1 - q) \cdot \sum_{e' \in conn_R(e)} \frac{Sc(e')}{|conn_R(e')|},$$

(2)

where $Attr$ denotes the set of all attributes of all entity types (i.e. $Attr = \cup \{ attrs(e) \mid e \in E \}$). This particular formula simulates a user navigating randomly in the schema who jumps to a random entity $e$ with probability $\frac{q|attrs(e)|}{|Attr|}$ or follows a random relationship type (on the current entity). The probability $\frac{|attrs(e)|}{|Attr|}$ corresponds to the probability of selecting $e$ by clicking randomly on a list that enumerates the attributes of all entity types of the schema.

The linear algebra version of EntityRank and BEntityRank is given in Appendix A.

Let's now discuss the differences between link analysis for ER diagrams and link analysis for the Web. Firstly, Web links are directed, while relationship types are not directed thus the latter are considered as bidirectional transitions. Secondly, we do not collapse all relationships types between two entity types into one (as it is done with Web links), and this is the reason why we consider $conn_R$ as a bag. Thirdly, in ER diagrams we should count ”self hyperlinks” (i.e. cyclic relationship types), although the Web techniques ignore them. For example, consider a schema consisting of two entity types $\{\text{Person}, \text{City}\}$

$^3$If we set $q = 0.15$ or below then an iterative method for computing the scores (e.g. the Jacobi method) requires at most 100 iterations to convergence.

$^4$A complete graph is a graph in which each pair of graph vertices is connected by an edge.
and two relationship types \{Person lives City, Person fatherOf Person\}. If we ignore the relationship type fatherOf, then both Person and City would be equally scored, a not so good choice. At last, although in the Web link analysis is exploited mainly for ranking the results of retrieval queries, in our case we don’t need just a ranked list of entity types, but rather another diagram that consists of the major entity and relationship types.

As example, Figure 1 shows an ER diagram, the corresponding states and transitions and finally, the transition probabilities (the probabilities of selecting a link) if we ignore the ”teleporting” transitions.

We have implemented and evaluated the above scoring schemes into the DB — MAIN CASE tool (for more see [17, 21]). The designer provides a threshold per between 0 and 100. Subsequently, all entity types with score lower than per\% \ast ScMax, where ScMax denotes the highest score, disappear. Controlling the visibility of entity types according to their score, and not according to their rank, is preferred as it better handles ties. Concerning relationship types, only those that connect the visible entity types are displayed. The computation of the scores takes only some seconds on a conventional PC. Specifically, to compute the scores we use the Jacobi iterative algorithm. We have noticed that 50 iterations give quite stable orderings and their application on schemas with 1000 entity and relationship types takes less than 2 seconds in a conventional PC.

Figure 2: Excerpt (< 10\%) of a large ER diagram drawn using a force-directed placement algorithm

Figure 1 shows a very small part of the ER diagram of a Belgian distribution company. Though the

\[\text{Figure 1: An ER diagram and the corresponding transitions}\]
schema comprises about 450 nodes and 800 edges only, the layout is definitely useless for understanding the schema and the corresponding application.

Now Figure 2 shows in micrography the diagram of the top-11 entity types of the schema of Figure 1 according to EntityRank (for reasons of space, the attributes are not displayed in this figure). Although this schema has 54 relationship types it is extremely more easy to visualize, and thus to understand, than the original schema. Of course, one user could start from even smaller diagrams. For instance, Figure 3 shows the graph of the top-5 entity types of the same schema. It indeed contains the major entity types of this application and a user can immediately understand the application domain of this schema.

In case of diagrams with big isA hierarchies, some entity types, although major, may not receive high scores because their relationship types are scattered in several subentity types. To handle this case, we introduced a (optional) preprocessing step in which each isA hierarchy of the schema is collapsed into one entity type that collects all the attributes and relationship types of its subentity types.

As another example, TELEBIB2 is a national standard (for Belgium) for exchanging messages between insurance companies. Its schema\(^5\) consists of 339 entity types and 232 relationship types. Figure 5.(a)

---

\(^5\)which can be found in http://www.telebib2.org/test/DataModel.htm
Figure 5: (a) shows the top-8 diagram of the schema of TELEBIB2, while (b) shows the top-7 diagram of the same schema but after collapsing isA hierarchies.

shows the diagram that contains the top-8 diagram of TELEBIB2 according to EntityRank. Notice that only one glance to this diagram is enough in order to understand the domain of this application (here the triangle-marked line segment denotes an isA link). Now, Figure 5.(b) shows the top-7 diagram of the same schema after first collapsing each isA hierarchy into one entity type (this explains the suffix “c” of the relationship types). In contrast to the diagram of Figure 5.(a), this diagram is nicely connected. The two diagrams have 3 entity types in common: Guarantee, Premium and Contract (the suffix “c” of the names in the second diagram indicates that collapsing has taken place). The entity types MaterialObject and Vehicle of the first diagram have been replaced in the second by the entity type InsuranceObject which is the top element of the corresponding isA hierarchy.

Concerning evaluation, at first we have to note that the evaluation of the effectiveness of link analysis techniques for ER diagrams (for conceptual graphs in general), is more difficult than in the case of Web. In the latter case, it is not so hard to judge whether the top ranked pages are indeed relevant to the submitted query. However, in the case of conceptual graphs, one has to know well in advance the conceptual graph in order to judge whether the resulting small graph indeed contains the major concepts of the conceptual graph and of its underlying domain. Inevitably, the most reliable evaluation of such techniques can be done only in already known conceptual graphs. For this reason we applied this method to almost every conceptual schema that the DBMAIN group has produced the last 3 years. This was a quite representative test bed as it includes big schemas of existing (and non artificial) real world applications. We always obtained surprisingly good results. For reasons of space we cannot report here the exact results of the evaluation of EntityRank (and BEntityRank) using specific metrics coming from the area of IR (for more [36]). In addition, it is an advantage that the proposed formulas for link analysis are mathematically founded and that the underlying model (the random walk model) is quite relevant to browsing, i.e. to the most widely used method for understanding a conceptual graph. At last, another
evidence that link analysis is indeed appropriate for ER diagrams is that all large schemas that we have tested have a small set of elements, usually less than 5% of the total ones, whose scores are significantly higher than the rest. This at least indicates that big ER diagrams tend to have a well connected kernel which, at least in our experiments, always comprised the more important concepts of the application domain.

3 Automatic ER Drawing

For drawing automatically the top-k ER diagrams that are derived by the previous technique, we shall view them as mechanical systems. Below we present two force models that combine the spring-model (proposed and developed in [13, 24, 16]) with the magnetic-spring model (proposed in [32, 31]) in a way that is appropriate for ER diagrams.

3.1 Force Model A

Here entity types are viewed as equally charged particles which repel each other. Relationship types and isA relationships are viewed as springs that pull their adjacent entity types. Moreover, we assume that the springs that correspond to isA links are all magnetized and that there is a global magnetic field that acts on these springs. Specifically, this magnetic field is parallel (i.e. all magnetic forces operate in the same direction) and the isA springs are magnetized unidirectionally, so they tend to align with the direction of the magnetic field, here upwards. Figure 6 illustrates this metaphor.

![Figure 6: Viewing an ER diagram as a mechanical system](image)

Under the above force model, the force on a entity type $e_i$ is given by:

$$F(e_i) = \sum_{e_j \in \text{conn}(e_i)} f(e_j, e_i) + \sum_{e_j \in E, e_j \neq e_i} g(e_j, e_i) + \sum_{e_j \in \text{conn}_I(e_i)} h(e_j, e_i)$$  

where: $f(e_j, e_i)$ is the force exerted on $e_i$ by the spring between $e_j$ and $e_i$ (note that $e_i$ and $e_j$ are connected by a relationship type or an isA link), $g(e_j, e_i)$ is the electrical repulsion exerted on $e_i$ by the entity type $e_j$, and $h(e_j, e_i)$ is the rotational force exerted on $e_i$ by the entity type $e_j$ (here $e_i$ and $e_j$ are connected by an isA link).

Figure 7 gives some indicative examples that explain the role of the forces $f$, $g$ and $h$. Specifically, figure (a) justifies the spring force, figure (b) justifies the electrical repulsion and shows that high electrical...
repulsion (high $K^e$) results in symmetrical drawings, and figure (c) illustrates how the magnetic field can be used in order to obtain the classical top-down drawings for isA hierarchies.

The spring force $f(e_j, e_i)$ follows Hooke’s law, i.e. it is proportional to the difference between the distance between $e_j$ and $e_i$ and the zero-energy length of the spring. Let $d(p, p')$ denote the Euclidean distance between two points $p$ and $p'$ and let $p_i = (x_i, y_i)$ denote the position of an entity type $e_i$. The $x$ component of the force $f(e_i)$ is given by:

$$f_x(e_i) = \sum_{e_j \in \text{conn}(e_i)} K_{i,j}^s (d(p_i, p_j) - L_{i,j}) \frac{x_j - x_i}{d(p_i, p_j)}$$

where $L_{i,j}$ denotes the natural (zero energy) length of the spring between $e_i$ and $e_j$. This means that if $d(p_i, p_j) = L_{i,j}$ then no force is exerted by the spring between $e_i$ and $e_j$. Now $K_{i,j}^s$ denotes the stiffness of the spring between $e_i$ and $e_j$. The larger the value of $K_{i,j}^s$, the more tendency for the distance $d(p_i, p_j)$ to be close to $L_{i,j}$. The $y$ component of the force $f(e_i)$ is defined analogously.

The electrical force $g(e_j, e_i)$ follows an inverse square law. The $x$ component of the force $g(e_i)$ is given by:

$$g_x(e_i) = \sum_{e_j \in \text{E}, e_j \neq e_i} \frac{K_{i,j}^e}{d(p_i, p_j)^2} \frac{x_i - x_j}{d(p_i, p_j)}$$

where $K_{i,j}^e$ is used to control the repulsion strength between $e_i$ and $e_j$. The $y$ component of the force $g(e_i)$ is defined analogously.

The magnetic force $h(e_j, e_i)$ depends on the angle between the isA spring (that connects $e_j$ and $e_i$) and the direction of the magnetic field and it induces a rotational force on that spring. For example, Figure 8 shows an isA link between $e_i$ and $e_j$ and the exerted forces on $e_i$ and $e_j$ due to the magnetic field. The $x$ and $y$ components of the magnetic force $h(e_i)$ are given by:

$$h_x(e_i) = \sum_{e_j \in \text{conn}_y(e_i)} K_{m} L_{i,j} \frac{x_j - x_i}{L_{i,j}} + \sum_{e_j \in \text{conn}_x(e_i)} K_{m} L_{i,j} \frac{x_i - x_j}{L_{i,j}}$$
\[ h_y(e_i) = \sum_{e_j \in \text{conn}_{sp}(e_i)} K^m \frac{L_{i,j} + y_j - y_i}{L_{i,j}} - \sum_{e_j \in \text{conn}_{sb}(e_i)} K^m \frac{L_{i,j} + y_i - y_j}{L_{i,j}} \]

where \( K^m \) is used to control the strength of the magnetic field.

The \( x \) and \( y \) components of the composed force \( F(e_i) \) on an entity type \( e_i \) are obtained by summing up, i.e.:
\[ F_x(e_i) = f_x(e_i) + g_x(e_i) + h_x(e_i) \]
\[ F_y(e_i) = f_y(e_i) + g_y(e_i) + h_y(e_i). \]

As in the link analysis technique, we view an \( n \)-ary relationship type as \( n(n-1)/2 \) springs.

### 3.2 Force Model B

One weakness of the above model is that the resulting drawings can have several overlaps. The reason is that: (a) there is no repulsion among relationship types, and (b) there is no repulsion between entity and relationship types. Figure 9 illustrates this problem. This drove us to introduce a different force model where each relationship type is viewed as a particle too. Clearly, the resulting electrical repulsion discourages the creation of overlaps (between entity and relationship types, or between relationship types themselves). Notice that according to this view, a relationship type does no longer correspond to one spring. Specifically, the particle of a relationship type over \( k \) entity types, is connected with one spring with each one of them. The forces on entity types and relationship types are computed analogously to the force model A.

### 3.3 The Drawing Algorithm

We can reach a drawing by an algorithm that simulates the mechanical system. Such a algorithm would seek for a configuration with locally minimal energy, i.e. a drawing in which the forces on each node is zero. A variety of numerical techniques can be used to find an equilibrium configuration, and thus the
final drawing. We have adopted the iterative method based on the method proposed in [13]. At first the nodes are placed at random positions. At each iteration, the force on each node is computed and then the node is moved towards the corresponding direction by a small amount proportional to the magnitude of the force. This can be continued until convergence, but we can also limit the number of iterations.

Note that if we would like to find a drawing that corresponds to a state with globally minimal energy, then we would have to resort to very general optimization methods. For instance, a method based on simulated annealing is proposed in [11], while an approach based on genetic algorithms is described in [4]. However the computational complexity of these techniques turns them not very appropriate for interactive design systems. In addition, and according to the results of the extensive empirical analysis of several force-directed algorithms (including globally minimal energy algorithms) upon plain graphs that are reported in [3], there is no universal winner and the general approach is to try several methods and choose the best.

3.4 Experimental Evaluation

We have investigated and evaluated all these issues in the context of the CASE tool DB-MAIN. The specification of the parameters $L$, $K^s$, $K^e$ and $K^m$ is not a trivial task as these parameters determine in a high degree how the final drawing will look like. One flexibility of the proposed approach is that we can adjust the spring length ($L_{i,j}$), spring stiffness($K^s_{i,j}$) and electrical repulsion($K^e_{i,j}$), in order to customize the appearance of the drawing according to the semantics of the ER diagram constructs. For instance, as it is desirable to keep the nodes of an isA hierarchy close enough and since between any two isA-related entity types we only have to draw a line (and not any hexagon-enclosed string), we can use a smaller length for isA-springs than that of relationship-springs. In any case, the user can change their value at run-time.

Figure 10 shows one drawing obtained by the algorithm using low electrical repulsion. Although the isA hierarchy is drawn as a top-down drawing and we have no overlaps, this drawing is not satisfying because a designer would hardly manually place into the space occupied by an isA hierarchy an entity type that does not belong to that hierarchy. After we increased the repulsion and the magnetic field we never faced again such a drawing. The lesson learned is that high repulsion not only results in symmetrical drawings but its combination with a strong magnetic field results in clear isA drawings. Another drawing of a diagram with 4 isA hierarchies that is derived by the algorithm according to force model A, is shown in Figure 11.

A more complex case is shown in Figure 12. Figure 12.(a) shows a manually placed diagram where all subentity types have been placed at the outer part of the drawing. Figure (b) shows the drawing obtained according to force model B. Notice that every isA hierarchy now corresponds to a top-down drawing and that the entire drawing is symmetrical and satisfying.

The experimental evaluation showed that the drawings according to force model A suffer from overlaps,
Figure 10: How to obtain clean isA drawings

Figure 11: A drawing of a diagram with 4 isA hierarchies according to force model A

Figure 12: Drawing of a diagram with several IsA hierarchies
(a): manual drawing where isA links are not vertical. (b): drawing obtained according to force model B
while those according to force model B have a few (or none) overlaps. The difference between force model A and force model B is even more evident in dense diagrams. Figure 13 shows the drawings obtained by these two models when applied on the top-5 \(|E| = 5, |R| = 17\) diagram of Figure 3. Again, the second drawing is evidently better. A noteworthy remark here is that the second diagram is more clear and intuitive than the manually specified layout that is shown in Figure 3. This indicates that in certain cases (at least when the diagram is very dense) the automatically-derived drawings can be better than the manually drawn.

However, we have to note that force model B has two weaknesses comparing to force model A: (i) it is computational more expensive, and (ii) in the resulting drawings the tentacles of binary relationship types are in many cases unnecessarily not aligned. This is evident in Figure 14. Although this is not a major problem it is an issue for further research.

Figure 15 shows the automatic layout obtained for the top-11 diagram (that was presented in Figure 2). The high relative number of relationships makes the drawing almost unreadable. This example suggests that we should take into account the density of a diagram, in order to reach readable and clear drawings.
We described a novel method for identifying the major elements of an ER diagram that is based on link analysis. This method can significantly aid (a) the understanding, (b) the visualization, and (c) the drawing of very large schemas. The proposed technique can elevate automatically the major elements and allows exploring the schema gradually: from the more important elements to the less. Consequently, it can be very useful in reverse engineering and in information integration. Moreover, the scores can be exploited for ordering the schema elements that match a keyword query of the user. In addition, and given

4 Conclusion

Roughly, we could handle dense diagrams by considering: (i) larger springs, (ii) higher repulsion, (iii) less stiff springs. For example, and assuming force model A, Figure 16.(a) shows the drawing obtained with spring length $L' = 5L$, Figure 16.(b) shows the drawing obtained with $K^r = 100K^r$, and Figure 16.(c) shows the drawing obtained with $K^r = K^r/10000$. Indeed, all are better than the original drawing shown in Figure 15. Another simple method that is both effective and efficient is to scale up the entire drawing (i.e. multiply each coordinate by a constant $c > 1$). Nevertheless, an issue that is worth further research is to investigate the effectiveness of local-density adaptations, e.g. to adapt the spring lengths according to the local density of the graph. EntityRank and BEntityRank scores could be exploited for this purpose.

As a final remark note that the above drawing techniques can be applied for drawing the structural part of ontologies expressed in RDFS [5] and OWL [12]. The only difference is that RDFS supports property specialization which however will be handled correctly due to the magnetic field that is applied on specialization/generalization links (also indicated by Figure 11).
the inability to produce automatically aesthetically satisfying layouts for large schemas, the small (top-k graphs) that can be derived by this technique can be visualized effectively and this is very useful during communication (e.g. between designers and application programmers or in requirements engineering and training). For this purpose we investigated a force-directed drawing algorithm and evaluated two different force models upon several conceptual schemas of real applications. For small and medium sized diagrams the results were satisfying in most of the cases. In the rest cases, human intervention (moving, nailing) and rerun of the drawing algorithm could rectify the problems.
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A Linear Algebra Version of (B)EntityRank

Let $A$ be the generalized adjacency matrix of an ER diagram where $A[e_i, e_j]$ equals the number of transitions from $e_i$ to $e_j$. Now the probability transition matrix $M$ is obtained by normalizing each row of $A$ to sum to 1 (an example of $M$ was shown in Figure 1.(b)). EntityRank is based on a Markov chain on the entity types with transition matrix

$$q \cdot U + (1-q) \cdot M$$

where $U$ is the transition matrix of uniform transition probabilities i.e. $U[e_i, e_j] = 1/N$ for all $i, j$. The vector of the EntityRank scores, denoted by $S_C$, is then defined to be the stationary distribution of this Markov chain. Equivalently, $S_C$ is the principal right eigenvector of the transition matrix $(q \cdot U + (1-q) \cdot M)^T$, since by definition the stationary distribution satisfies $(q \cdot U + (1-q) \cdot M)^T S_C = S_C$. On the other hand, BEntityRank (the biased version of EntityRank) is based on the transition matrix:

$$q \cdot B + (1-q) \cdot M$$

where $B[e_j, e_i] = \frac{|\text{attrs}(e_i)|}{|\text{Attr}|}$ where $\text{Attr}$ denotes the set of all attributes of all entity types (i.e. $\text{Attr} = \cup \{ \text{attrs}(e) \mid e \in E \}$).

As another remark note that in an undirected (strongly connected and non-bipartite) graph $G = (V, R)$, the stationary probability of a node $u$ is given by $P(u) = \frac{\text{deg}(u)}{|R|}$ where $\text{deg}(u)$ is the degree of $u$ [27]. This means that in an undirected graph (or multigraph) the stationary probabilities can be computed very efficiently and without
the need of an iterative algorithm. In our case we cannot employ the above method due to the "teleporting" transitions which are indispensable in our case for ensuring that the transition graph is strongly connected (note that large ER diagrams are not always connected). Specifically, the "teleporting" transitions of BEntityRank are not symmetric and this cannot be captured by an undirected graph. For instance, consider the case of an ER diagram consisting of two entity types $e_1$ and $e_2$ and one relationship type between them, where $e_1$ has one attribute and $e_2$ has two attributes. According to a random walk on the undirected graph both entity types have probability 1/2. According to BEntityRank if $q = 0$ then $P(e_1) = P(e_2) = 1/2$, if $q = 1$ then $P(e_1) = 1/3$ and $P(e_2) = 2/3$, and if $q = 0.5$ then $P(e_1) = 0.44$ and $P(e_2) = 0.55$. 
