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ABSTRACT

The ability to compute the differences that exist between two RDF/S knowledge bases (KB) is an important step to cope with the evolving nature of the Semantic Web (SW). In particular, RDF/S Deltas can be employed to reduce the amount of data that need to be exchanged and managed over the network in order to build SW synchronization and versioning services. By considering Deltas as sets of change operations, in this paper we introduce various RDF/S differential functions which take into account inferred knowledge from an RDF/S KB. We first study their correctness in transforming a source to a target RDF/S KB in conjunction with the semantics of the employed change operations (i.e. with or without side-effects). Then we formally analyze desired properties of RDF/S Deltas such as, size minimality, semantic identity, redundancy elimination, reversibility and composability. Finally, we report experimental results regarding the computing time and size of produced Deltas over real and synthetic RDF/S KBs.

1. INTRODUCTION

In order to cope with the evolving nature of the Semantic Web (SW) we need effective and efficient support for building advanced SW synchronization and versioning services. RDF/S Deltas, reporting the differences that exist between two RDF/S Knowledge Bases (KB) have been proven to be crucial in order to reduce the amount of data that need to be exchanged in this respect over the network [14, 15, 2, 6].

Although RDF/S knowledge bases can be serialized in various text formats (e.g., XML\(^1\), N-Triples\(^2\), Trix\(^3\)), a straightforward application of existing version control systems for software code, such as RCS\(^4\) or CVS\(^5\), or for XML data, such as [19], [7], is not a viable solution for computing RDF/S Deltas. This is mainly due to the fact that RDF Knowledge Bases, essentially represent graphs which (a) may feature several possible serializations (since there is no notion of edge ordering in [3]) and (b) are enriched with the semantics of RDFS specification (also including inferred edges from transitive relations such as subsumption [4]). For these reasons, several non text-based tools have been recently developed for comparing RDF/S graphs produced autonomously on the SW, as for example, SemVersion [27], PromptDiff [21], Ontoview [15], [8] and [2].

In most cases, the output of these tools is mainly exploited by humans, and thus an intuitive presentation of the produced Deltas (and other related issues) has received considerable attention. SemVersion [27] proposes two Diff algorithms: (a) one structure-based which returns a set-based difference of the triples explicitly forming the two graphs, and (b) one semantic-aware which also takes into account the triples inferred by the associated RDFS schemas. PromptDiff [21, 22, 20] is an ontology-versioning environment, that includes a version-differential algorithm (based on heuristic matchers [21, 22]), while the visualization of the computed difference between two ontologies is discussed in [20]. Ontoview [15] is an ontology management system, able to compare two ontology versions and highlight their differences. Notably, it allows users to specify the conceptual relations (i.e. equivalence, subsumption) between the different versions of an ontology concept. Moreover, [8, 10] introduce the notion of RDF/S molecules as the finest components to be used when comparing RDF/S graphs. Finally, tracking the evolution of ontologies when changes are preformed in more controlled environments (e.g. collaborative authoring tools) has been addressed in [16, 23, 31].

However, existing RDF/S differential tools have not yet focused on the formal properties (e.g. size) of the produced Deltas. In this paper we are interested in computing RDF/S Deltas as sets of change operations that enable us to successfully transform one RDF/S KB into the other under different update semantics (with or without side-effects). In this context, rather than storing complete snapshots of all KB versions, RDF/S Deltas between consecutive KB versions can be organized in a chain. If a delta’s target version is

\(^{1}\)www.w3.org/TR/rdf-syntax-grammar/
\(^{2}\)www.w3.org/2001/sw/RDFCore/ntriples/
\(^{3}\)www.w3.org/2004/03/trix/
\(^{4}\)www.gnu.org/software/rrc
\(^{5}\)www.cvs.sourceforge.net
newer than its source version in the archive, then it is referred as forward delta. A backward delta has the opposite orientation. Consider, for example, the two RDF/S KBs \( K \) and \( K' \) of Figure 1 and their standard representation as sets of explicitly defined triples [4]: what set of change operations could transform \( K \) to \( K' (\Delta(K \rightarrow K')) \) or vice versa \((\Delta(K' \rightarrow K))\)?

To answer this question we need to consider the semantics of the update primitives such as \( Add(t) \) and \( Del(t) \) where \( t \) is a triple involving any RDF/S predicate. By assuming a side-effect free semantics for these primitives, i.e. \( Add(t) \) (resp. \( Del(t) \)) is a straightforward addition (resp. deletion) of \( t \) to the set Triples(\( K \)), \( K' \) can be obtained by executing the following set \( \Delta_e \) (\( e \) stands for explicit) of change operations:

\[
\Delta_e = \{ Del(TA subClassOf Person), Del(TA subClassOf Student), Add(TA subClassOf Graduate), Add(Student subClassOf Person), Add(Jim type Person) \}
\]

\( \Delta_e \) is actually composed of update operations over the explicit triples of \( K \) and \( K' \), and it is provided by the majority of existing RDF/S differential tools [2, 27, 8]. However, by assuming side-effects (on the inferred triples not represented in Figure 1) during the execution of the above update primitives, we can reach \( K' \) by applying on \( K \) the following set \( \Delta_d \) (\( d \) stands for dense) of change operations:

\[
\Delta_d = \{ Del(Jim type TA), Add(TA subClassOf Graduate), Add(Student subClassOf Person) \}
\]

As we can easily observe, \( \Delta_d \) has only three change operations in contrast to \( \Delta_e \) that has six, given that inferred triples are also taken into account for the Delta computation. For example, \( Del(TA subClassOf Person) \) is not included in \( \Delta_d \) because it can be inferred from \( K' \). As we can see in Figure 1, this differential function yields even smaller in size operation sets than the \( \Delta_e \) (\( e \) stands for closure) semantics-aware Delta of [27]. However, \( \Delta_d \) cannot always successfully transform one RDF/S KB to another. Returning to our example of Figure 1, \( \Delta_e \) cannot be used to migrate backwards from \( K' \) to \( K \) since \( Del(Graduate subClassOf Person) \) is an operation not included in \( \Delta_e \). For this reason, we need to consider additional RDF/S differential functions involving inferred triples such as \( \Delta_{sc} \) (\( sc \) stands for dense & closure) illustrated in Figure 1. Still the resulting sets of operations have at most the same size as those returned by \( \Delta_e \). Finally, we consider one more RDF/S differential function named \( \Delta_{sd} \) (\( sd \) stands for explicit & dense) illustrated in Figure 1. Still the resulting sets of operations have at most the same size as those returned by \( \Delta_{sc} \).

Clearly, the storage requirements of the employed Deltas between consecutive RDF/S graph versions is crucial. Small sized Deltas yielding as less as possible update operations are quite beneficial in various backward and forward versioning policies. In extremis, Deltas should not report any change between two semantically equivalent RDF/S graphs (i.e. with the same set of explicit and inferred triples). Additionally, when executed, Deltas should at best result to a KB that is redundancy free. Furthermore, when we want to propagate changes across distributed RDF/S graph versions (i.e. synchronization), we also need Deltas that can be reversed and composed without materializing the involved intermediate RDF/S graph versions. In response to the above requirements, the main contributions of this paper are:

- We analyze five differential functions returning sets of changes operations, namely, explicit \( (\Delta_e) \), closure \((\Delta_{sc})\), dense \((\Delta_d)\), dense & closure \((\Delta_{sd})\), and explicit & dense \((\Delta_{sc})\).
- We consider two popular change operations semantics: one plain set-theoretic \((\Delta_e)\), and another that involve inference and redundancy elimination \((\Delta_{sc})\).
- We study which combinations of change operation semantics and differential functions can be employed to correctly transform a source to a target RDF/S KB. In addition, we are interested in other useful properties such as semantic identity, non redundancy, reversibility and composition of RDF/S Deltas.

The rest of this paper is organized as follows. Section 2 introduce briefly RDF/S Knowledge Bases. Section 3 defines formally five RDF/S differential functions and discusses their size and time complexity. Section 4 elaborates on the change operations and their semantics, while Section 5 studies the properties of the introduced RDF/S Deltas. Please note that the proofs of all the Properties and Theorems presented in the paper can be found at [29]. Their experimental evaluation is presented in Section 6. Finally, Section 7 presents our conclusions and future research plans.

2. PRELIMINARIES: RDF/S KBS

In general, an RDF/S Knowledge Base (KB) is defined by a set of triples of the form (subject, predicate, object). Let \( T \) be the set of all possible triples that can be constructed from an infinite set of URIs (for resources, classes and properties) as well as literals [12]. Then, a KB can be seen as a finite subset of \( K \), i.e. \( K \subseteq T \). Apart from the explicitly specified triples of a \( K \), other triples can be inferred based on the RDF/S semantics [13]. For this reason, we introduce the notion of closure and reduction of RDF/S KBS.

![Figure 1: Transforming \( K \) to \( K' \) and vice versa](image)
The closure of a $K$, denoted by $C(K)$, contains all the triples that either are explicitly asserted or can be inferred from $K$ by taking into account class or property assertions made by the associated RDFS schemas. Thus, we can consider that $C(K)$ is defined (and computed) by taking the reflexive and transitive closures of RDFS binary relations such as subclass and type. It should be stressed that our work is orthogonal to the consequence operator of logic theories [9] actually employed to define the closure operator $C$. Specifically, if $P$ denotes the powerset of all possible sets of triples of $T$, then the closure operator can be defined as any function $C : P \to P$ that satisfies the following properties:

- $K \subseteq C(K)$ for all $K$.
- If $K \subseteq K'$ then $C(K) \subseteq C(K')$.
- $C(C(K)) = C(K)$ for all $K$, i.e. $C$ is an idempotent function.

If it holds $C(K) = K$, then we will call $K$ completed. The elements of $K$ will be called explicit triples, while the elements of $C(K) - K$ will be called inferred. We can now define an equivalence relation between two knowledge bases.

**Def. 1.** Two knowledge bases $K$ and $K'$ are equivalent, denoted by $K \sim K'$, iff $C(K) = C(K')$. The reduction of a $K$, denoted by $R(K)$, is the smallest in size set of triples such that $C(R(K)) = C(K)$. Let $Ψ$ denote the set of all knowledge bases that have a unique reduction. Independently of whether the reduction of a $K$ is unique or not, we can characterize a $K$ as (semantically) redundancy free, and we can write $RF(K) = True$ (or just $RF(K)$), if it does not contain explicit triples which can be inferred from $K$. Formally, $K$ is redundancy free if there is no proper subset $K'$ of $K$ (i.e. $K' \subset K$) such that $K \sim K'$.

Figure 2: KB without unique reduction

It is worth noticing that the reduction of a $K$ is not always unique. In general, uniqueness of the transitive reduction of a binary relation $R$ is guaranteed only when $R$ is antisymmetric and finite. Unfortunately, this is not the case of RDF/S KBs allowing cycles in the subrelations operations. For example, in Figure 2 we have $K \sim K_1 \sim K_2$, moreover $RF(K_1), RF(K_2)$, but $K_1 \neq K_2$.

### 3. RDF/S KBs DELTAS

In this Section, we formally define the five differential functions of RDF/S KBs introduced in Figure 1, namely, $Δ_e$, $Δ_c$, $Δ_{ed}$, $Δ_{dc}$ and $Δ_{cd}$.

\[
\begin{align*}
Δ_e(K \to K') &= \{ Add(t) \mid t \in K' - K \} \\
Δ_c(K \to K') &= \{ Add(t) \mid t \in C(K') - C(K) \} \\
Δ_d(K \to K') &= \{ Del(t) \mid t \in C(K) - C(K') \} \\
Δ_{ed}(K \to K') &= \{ Add(t) \mid t \in K' - C(K) \} \\
Δ_{dc}(K \to K') &= \{ Del(t) \mid t \in K - C(K') \}
\end{align*}
\]

$Δ_e$ (where $e$ stands for explicit) actually returns the set difference over the explicitly asserted triples, while $Δ_c$ (where $c$ stands for closure) returns the set difference by also taking into account the inferred triples. As we mentioned in Section 1, existing approaches (e.g. [27]) are based on $Δ_e$ and $Δ_c$. However, as we are interested in small sized Deltas, we introduce three novel differential functions namely $Δ_d$ (where $d$ comes from dense), $Δ_{dc}$ ($dc$ comes from dense & closure) and $Δ_{ed}$ (ed comes from explicit & dense). It is not hard to see that $Δ_d$ produce the smallest in size set of change operations. Figure 3 shows the Venn diagrams of the corresponding sets of triples to be added and deleted, in the general case of overlapping $K$ and $K$. Unfortunately, and as we will see at Section 5, $Δ_d$ can be actually applied to transform $K$ to $K$ only under certain conditions. For this reason, we additionally consider $Δ_{de}$ and $Δ_{ed}$ yielding smaller in size deltas than $Δ_e$ and $Δ_c$, respectively. $Δ_{de}$ resembles to $Δ_d$ regarding additions and $Δ_c$ regarding deletions, while $Δ_{ed}$ resembles to $Δ_e$ regarding additions and $Δ_d$ regarding deletions.

#### 3.1 RDF/S Delta Size

Let $|Δ_e(K \to K')|$ denote the number of change operations in $Δ_e(K \to K')$. To keep notation simple we shall also use $|Δ_d|$ to denote $|Δ_d(x \to K')|$ for any $x \in \{ e, c, d, dc, ed \}$. We have:

**Lemma 1.** For any pair of knowledge bases $K$ and $K'$ it holds:

\[
|Δ_d| \leq |Δ_{ed}| \leq |Δ_e|,
\]

\[
|Δ_d| \leq |Δ_{de}| \leq |Δ_c|.
\]

In a nutshell, $Δ_d$ gives always the smallest in size Deltas, $Δ_{dc}$ gives smaller Deltas than $Δ_e$, $Δ_{ed}$ gives smaller Deltas than $Δ_c$, while $Δ_{de}$ is incomparable to $Δ_{ed}$. Figure 4(a) illustrates the Hasse diagram of the ordering relation of Delta sizes in the general case. Under specific conditions regarding $K$, $K'$, $C(K)$ and $C(K')$ the above definitions may coincide.

**Prop. 1.** If $K \subseteq K'$ then the following relationships also hold:

\[
|Δ_e| = |Δ_{ed}|
\]

\[
|Δ_d| = |Δ_{de}|
\]
This case corresponds to the quite frequent scenario where $K$ is stored in KB (and therefore it might be also redundancy free), and $K'$ is derived from $K$ by adding new triples. Hence, $\Delta_e$ and $\Delta_c$ give the same in size Deltas, as also happens for $\Delta_d$ and $\Delta_{ed}$. Figure 4(b) shows the corresponding Hasse diagram.

**Prop. 2.** If $K \supseteq K'$ then the following relationships also hold:

\[ |\Delta_d| = |\Delta_{ed}| \]
\[ |\Delta_e| = |\Delta_{ed}| \]

This case corresponds to the scenario where $K'$ is generated only by deleting triples from $K$. Hence, $\Delta_d$ and $\Delta_{ed}$ (alternately $\Delta_e$ and $\Delta_{ed}$) give the same in size Deltas. Figure 4(c) shows the corresponding Hasse diagram.

**Prop. 3.** If $K = C(K)$ then the following relationships also hold:

\[ |\Delta_d| = |\Delta_{ed}| = |\Delta_{d}ed| \]

This case corresponds to the scenario where either the subsumption hierarchy of $K$ consists of only one level (i.e. no triples can be inferred) or the closure of $K$ is already materialized. Thus, $\Delta_d$, $\Delta_{ed}$, and $\Delta_{d}ed$ give the same in size Deltas. Figure 4(d) shows the corresponding Hasse diagram.

**Prop. 4.** If $K' = C(K')$ then the following relationships also hold:

\[ |\Delta_e| = |\Delta_{ed}| \]
\[ |\Delta_d| = |\Delta_{ed}| \]

This case corresponds to the scenario where either the subsumption hierarchy of $K'$ consists of only one level (i.e. no triples can be inferred) or the closure of $K'$ is already materialized. Thus, $\Delta_e$ and $\Delta_{ed}$ give the same in size Deltas, as also happens for $\Delta_e$ and $\Delta_{ed}$. Figure 4(e) shows the corresponding Hasse diagram.

**Prop. 5.** If $K = C(K')$ then the following relationships also hold:

\[ |\Delta_d| = |\Delta_{d}e| = |\Delta_e| = |\Delta_{d}ed| = 0 \]
\[ |\Delta_e| \geq 0 \]

Table 1 summarizes for each setting the time complexity of $\Delta_z$. There are essentially two major cost factors: whether a $\Delta_z$ (a) requires the closure computation of the operand KBs and (b) requires the scan of the involved KB closures. Clearly, with the exception of $\Delta_e$, $\Delta_d$, $\Delta_{de}$ and $\Delta_{ed}$ need to compute the closure of both $K_1$ and $K_2$, while $\Delta_{d}ed$ only of $K_2$ (as depicted in column ii) of Table 1). However, only $\Delta_e$ requires to scan both KB closures: $\Delta_d$ and $\Delta_{ed}$ do not imply any scan while $\Delta_{d}ed$ scans only $C(K_1)$ (as depicted in column i) of Table 1). This is the reason why even when labels are used (see column iii) of Table 1) $\Delta_e$ and $\Delta_{ed}$ are more expensive to compute. In a nutshell, $\Delta_e$ is the most expensive to compute Delta, followed by $\Delta_{d}ed$, then by $\Delta_d$ and $\Delta_{d}ed$ and finally by $\Delta_e$.

**3.2 RDF/S Deltas Complexity**

Let’s consider the $\Delta_z(K_1 \rightarrow K_2)$ of two RDF/S KBs $K_1$ and $K_2$ for any $x \in \{e, c, d, \text{de}, ed\}$. Let’s also consider the following sizes: $N_1 = |K_1|$, $N_2 = |K_2|$, $C_1 = |C(K_1)|$, $C_2 = |C(K_2)|$, as well as $N = \max(N_1, N_2)$, $C = \max(C_1, C_2)$ and $M = \max(N_2, C_1)$. Note that in the worst case, $C_1 = N_1^2$ and $C_2 = N_2^2$. We study the cost of computing $\Delta_e(K_1 \rightarrow K_2)$ in the following three different settings:

(i) $C(K_1)$ and $C(K_2)$ are precomputed and stored along with $K_1$, $K_2$ in corresponding hashtables. Thus, we can decide in $O(1)$ whether a triple $t$ belongs to any of these collections.

(ii) Only $K_1$ and $K_2$ are stored in hashtables, while $C(K_1)$ ($C(K_2)$) are computed on the fly with a cost $O(N_1^2)$ ($O(N_2^2)$) respectively [28].

(iii) Only $K_1$ and $K_2$ are stored, but interval-based labels [5] have been precomputed (with a cost $O(K_1)$ and $O(K_2)$) to encode transitive subsumption relationships of the two KBs. Thus, we can check in $O(\gamma)$ whether $t \in C(K_1)$ (or $t \in C(K_2)$), where $\gamma$ will be discussed later on.

Table 1: Time complexity of RDF/S Deltas

<table>
<thead>
<tr>
<th>$K_1 \rightarrow K_2$</th>
<th>(i) all stored</th>
<th>(ii) K’s stored</th>
<th>(iii) K &amp; labels</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta_e$</td>
<td>$O(N)$</td>
<td>$O(N)$</td>
<td>$O(N)$</td>
</tr>
<tr>
<td>$\Delta_c$</td>
<td>$O(C)$</td>
<td>$O(N^*_e)$</td>
<td>$O(N^*_e)$</td>
</tr>
<tr>
<td>$\Delta_d$</td>
<td>$O(N)$</td>
<td>$O(N^*_e)$</td>
<td>$O(N^*_e)$</td>
</tr>
<tr>
<td>$\Delta_{de}$</td>
<td>$O(M)$</td>
<td>$O(N^*_e)$</td>
<td>$O(N^*_e)$</td>
</tr>
<tr>
<td>$\Delta_{ed}$</td>
<td>$O(N)$</td>
<td>$O(N^*_e)$</td>
<td>$O(N^*_e)$</td>
</tr>
</tbody>
</table>
Let’s now discuss the factor $\gamma$. If $t$ is an inferred triple by subsumption or instantiation relationships, we need to check whether $t \in C(K)$. When labeling schemes are used to encode subsumption relationships of RDF/S classes (or properties), subsumption checking (i.e. to check whether a class/property $A$ is direct or indirect subclass/subproperty of a class/property $B$) can be performed in $O(1)$ just by comparing the involved class labels (no transitive closure computation is required). The same is true for instance checking (i.e. to check whether a resource $r$ is direct or indirect instance of a class $B$). However, more that one labels per class are generated when the subsumption hierarchy is a DAG (and not a tree) [5]. Furthermore, resources may be classified under several classes not necessarily related thought subsumption relationships. In both cases more than one labels comparison is needed per subsumption or instance check. Since, in practice the number of additionally compared labels is small, the $\gamma$ factor captures the incurred small overhead.

### 4. RDF/S KB UPDATE SEMANTICS

In this work, we focus on two basic change operations allowing to transform one KB to another, namely triple addition $Add(t)$ and deletion $Del(t)$ where $t \in T$. In this respect, a triple update is “split” into an addition and a deletion of triplets having the same subject and predicate (and thus keep both “old” and “new” values usually ignored by updates). The five differential functions presented in the Section 3, yield essentially sets of atomic change operations. More formally, for a $\Delta_{+}(K \rightarrow K’)$ where $x \in \{e,c,d,dc,ed\}$, $\Delta_{-}$ is used to denote the corresponding set of triple additions (i.e. incremental changes) and $\Delta_{-}$ the set of triple deletions (i.e. decremental changes). Obviously, $\Delta_{+}$ contains only sets of useful change operations reflecting the net effect of successive modifications over the same (explicit or inferred) triple of two KB versions. In other terms, $\Delta_{+}$ does not contain both $Add(t)$ and $Del(t)$ operations for a given $t \in T$. A Delta $\Delta(K \rightarrow K’)$ is useful if it holds $\Delta_{+} \cap \Delta_{-} = \emptyset$.

By defining RDF/S Deltas as sets of atomic change operations, we avoid to specify an execution order as in an edit-script (i.e. a sequence of triple additions or deletions). This design choice amends to a simpler computation of RDF/S Deltas (see Section 3.2) while provides the opportunity of applying alternative semantics of changes when transforming a source to a target KB (i.e. with or without side-effects on the KB closure). In the sequel, we will formally introduce the semantics of basic $Add(t)$ and $Del(t)$ operations (i.e. the exact pre and post-conditions of each operation) while in Section 5.6 we will investigate how a set of change operations can be transformed to an edit-script amenable to a sequential execution.

#### 4.1 Semantics of Change Operations

Table 2 defines two alternative semantics for triple additions and deletions, namely, $U_{p}$ (p comes from plain), and $U_{ir}$ (ir comes from inference & reduction).

- Under $U_{p}$-semantics, change operations capture essentially plain set theoretic additions and deletions of triples. This implies that only the explicit triples are taken into account while inferred ones are ignored (as in a standard database context).

- Under $U_{ir}$-semantics, change operations incur also interesting side-effects such as redundancy elimination and knowledge preservation. This implies that the updated KB will not contain any explicit triple which can be inferred, while preserves as much of the knowledge expressed in $K$ as possible (reminiscent to the postulates of the AGM theory [1] regarding contraction, and compliant with the semantics of the RUL update language [18]).

$U_{p}$-semantics is straightforward. We will illustrate in the sequel $U_{ir}$-semantics using the example of Figure 1. If we apply on $K$ the set $\Delta_{dc}$ under $U_{ir}$-semantics, then we will indeed get $K’$. The insertion of $(Student \ subClassOf Person)$ makes the triple $(TA \ subClassOf Person)$ redundant, so the execution of $Add(Student \ subClassOf Person)$ will remove $(TA \ subClassOf Person)$ from the KB. Analogously, the insertion of $(TA \ subClassOf Graduate)$ makes the triple $(TA \ subClassOf Student)$ redundant, while the deletion of the triple $(Jim \ type \ Student)$ will add the triples $(Jim \ type \ Person)$ and $(Jim \ type \ Student)$. Finally, the deletion of the triple $(Jim \ type \ Student)$ will not have any side effects.

<table>
<thead>
<tr>
<th>Change Operation Semantics $U_{p}$</th>
<th>Pre-condition</th>
<th>Post-condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Add(t)$</td>
<td>$t \in K$</td>
<td>$K = K’$</td>
</tr>
<tr>
<td>$Del(t)$</td>
<td>$t \in C(K)$</td>
<td>$K \cup {t}$</td>
</tr>
<tr>
<td>$Add(t)$</td>
<td>$t \in C(K)$</td>
<td>$K = \emptyset$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Change Operation Semantics $U_{ir}$</th>
<th>Pre-condition</th>
<th>Post-condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Add(t)$</td>
<td>$t \in K$</td>
<td>$K = K’$</td>
</tr>
<tr>
<td>$Del(t)$</td>
<td>$t \in C(K)$</td>
<td>$K \cup {t}$</td>
</tr>
<tr>
<td>$Add(t)$</td>
<td>$t \in C(K)$</td>
<td>$K = \emptyset$</td>
</tr>
</tbody>
</table>

Table 2: $U_{p}$ and $U_{ir}$ alternative change semantics

Returning to Table 2, for every incremental ($Add(t)$) or decremental ($Del(t)$) operation three different, and mutually exclusive, pre-conditions are examined, namely $t \in K$, $t \in C(K) - K$ and $t \notin C(K)$. The post-conditions of each case are specified. $K$ (resp. $K’$) denotes the knowledge base before (resp. after) the execution of a change operation. Notice that post-conditions define exactly what $K’$ will be, unless the reduction is not unique.

In particular, let $t$ be a triple whose addition is requested. If $t \in K$, then under both $U_{p}$ and $U_{ir}$ semantics no change will be made i.e. $K’ = K$ (recall that $K$ is a set of triples). If $t \in C(K) - K$, then under $U_{p}$-semantics, $K’$ will indeed contain $t$ however, under $U_{ir}$-semantics we will have $K’ = K$ because every triple that exists at $C(K) - K$ can be inferred (and $U_{ir}$ aims at redundancy-free KBs). Finally, when requesting the addition of a triple $t \notin C(K)$ under $U_{ir}$, $K’$ will contain $t$. Under $U_{ir}$, $K’$ will contain only the triples remaining after the elimination of redundant ones (i.e. those that can be inferred) once $t$ is added to $K$.

Let’s now consider the deletion of a triple $t$. If $t$ belongs to $K$, then $K’$ will not contain $t$ under $U_{p}$-semantics. Under $U_{ir}$, $K’$ will contain the triples that remain after deleting $t$ from $C(K)$ and eliminating the redundant ones (note that
C(K) is used in order to preserve as much knowledge as possible. Now if \( t \in C(K) - K \), then this deletion request has no effect under both semantics. This means that under both semantics, only explicit triples can be deleted. This relieves us from having to decide which of the (possibly several) policies need to be adopted for reaching a \( K' \) whose closure does not contain \( t \). Finally, if \( t \notin C(K) \), then this deletion request has no effect as \( t \) is already out of \( K \).

We can now define when a KB \( K \) satisfies a basic change operation under \( U_p \) and \( U_r \)-semantics.

**Def. 2.** We will say that \( K \) satisfies under \( U_p \)-semantics:
(a) an operation \( Add(t) \), if \( t \in C(K) \),
(b) an operation \( Del(t) \), if \( t \notin C(K) \).

**Def. 3.** We will say that \( K \) satisfies under \( U_r \)-semantics:
(a) an operation \( Add(t) \), if \( t \in C(K) \),
(b) an operation \( Del(t) \), if \( t \notin C(K) \).

The above definitions stem directly form the pre and post conditions of operations depicted in Table 2. In general, we can say that a \( K \) satisfies an RDF/S delta \( \Delta \) under \( U_q \), where \( y \in \{ p, r, t \} \), if \( K \) satisfies every addition of \( \Delta^+ \) and deletion of \( \Delta^- \). Recall also at this point that the RDF/S deltas considered in our work consists only of useful change operations.

If \( U \) is a symbol that denotes the semantics of a particular change operation (i.e. \( U_p, U_r \)), then we will use \( \Delta(U)(K) \) to denote the result of applying a under \( U \) semantics. Notice that the result of applying a change operation is unique under \( U_p \)-semantics. This is true also for \( U_r \) if we are in \( \Psi \) (KBs with unique reduction).

**Def. 4.** A delta \( \Delta(K \rightarrow K') \) can be applied on \( K \) as follows:
(a) Under \( U_p \), \( \Delta(K \rightarrow K'')^U_p(K) = (K - \Delta^-) \cup \Delta^+ \)
(b) Under \( U_r \), \( \Delta(K \rightarrow K'')^U_r(K) = R((C(K) - \Delta^-) \cup \Delta^+) \)

It is clear that the resulting KB always satisfies \( \Delta \) under \( U_p \) and \( U_r \)-semantics for every \( y \in \{ c, d, e, d, e, dc \} \). However, as we will see in the next Section, the target KB is not always a correct transformation of the source KB (see for example Table 3(C) for \( \Delta_d \)).

## 5. Formal Properties of RDF/S Deltas

In this section, we investigate which of the five RDF/S differential functions (introduced in Section 3) actually produce correct Deltas and under what semantics of update primitives (presented in Section 4). In addition, we are interested in other useful properties such as semantic identity, non-redundancy, reversibility and composability of RDF/S Deltas. Finally, we elaborate on the execution semantics of RDF/S Deltas as SW update programs (i.e. sequences of change operations).

### 5.1 Properties of RDF/S Deltas

Let \( \Delta_s \) be a differential function, and \( U_p \) be a change operation semantics. Obviously, a pair \((\Delta_s, U_p)\) can be used for versioning or synchronizing RDF/S KBs only if it is correct.

**Def. 5.** A pair \((\Delta_s, U_p)\) is correct if for any pair of knowledge bases \( K \) and \( K' \), it holds \( \Delta_s(K \rightarrow K'')^U_p(K) \sim K' \).

Apart from correctness, RDF/S Deltas may also satisfy the following properties.

**Semantic Identity (P1):** It is desirable to have a \( \Delta_s \) that reports an empty result if its operand KBs are semantically equivalent: if \( K \sim K' \) then \( \Delta_s(K \rightarrow K') = \emptyset \).

**Non-Redundancy (P2):** It is also desirable that the execution of a \( \Delta_s \) will result to a KB that is always redundancy free (independently of whether \( K \) and \( K' \) are redundancy free or not): \( RF(\Delta_s(K \rightarrow K'')^U_p(K)) \).

**Weaker Non-Redundancy (P2.1):** If \( RF(K') \) then \( RF(\Delta_s(K \rightarrow K'')^U_p(K)) \). Notice that P2.1 is weaker than P2: if P2 holds then P2.1 holds too.

**Reversibility (P3):** The inverse of an atomic update operation is defined as: Inv(Add(t)) = Del(t) and Inv(Del(t)) = Add(t). A set of change operations \( U \) can be reversed as follows: Inv(Inv(U) \cup \{ Inv(u) \mid u \in U \}) = \emptyset. \( \Delta_s \) is reversible if: Inv(Inv(\Delta_s(K \rightarrow K'))) = \Delta_s(K' \rightarrow K).

**Composition (P4):** Let two Deltas \( \Delta_1 = \Delta_1^+ \cup \Delta_1^- \) and \( \Delta_2 = \Delta_2^+ \cup \Delta_2^- \). Their composition, denoted as \( \Delta_1 \circ \Delta_2 \) is a Delta \( \Delta = \Delta_1^+ \cup \Delta_2^- \) where:
- \( \Delta^+ = (\Delta_1^+ \cup \Delta_2^+) - (\Delta_1^- \cup \Delta_2^-) \)
- \( \Delta^- = (\Delta_1^- \cup \Delta_2^-) - (\Delta_1^+ \cup \Delta_2^+) \)

\( \Delta_s \) can be composed if:
- \( \Delta_s(K_1 \rightarrow K_2) \circ ... \circ \Delta_s(K_{n-1} \rightarrow K_n) = \Delta_s(K_1 \rightarrow K_n) \)

### 5.2 Correctness of \((\Delta_s, U_p)\)-pairs

For identifying the pairs that are correct, Table 3 depicts for each of our four examples the result of applying \( \Delta_d, \Delta_c, \Delta_s, \Delta_u \) and \( \Delta_{uc} \) in both directions: \( K \rightarrow K' \) and \( K' \rightarrow K \). Then, for each of two update semantics:

- \( U_p \): is marked with \( Y \) when \( \Delta_s(K \rightarrow K'')^U_p(K) \sim K' \) i.e. the transformation is correct. Otherwise, the column is marked with \( N \). If the respective pair is correct and the result is \( RF \) it is also mentioned in the table.
- \( U_r \): is marked with \( Y \) when \( \Delta_s(K \rightarrow K'')^U_r(K) \sim K' \) i.e the transformation is correct. Otherwise the column is marked with \( N \). Since by definition in this case the resulting KB is always in a redundancy free state, we do not mark it as \( RF \).

Those pairs that are marked with "N" w.r.t. correctness, essentially constitute a proof by counterexample of their incorrectness. For the rest of the pairs (i.e. those with a \( Y \)) we have to prove that they are always correct.

**Theorem 1.** For any pair of valid knowledge bases \( K \) and \( K' \) it holds:
\[ \Delta_s(K \rightarrow K'')^U_p(K) \sim \Delta_s(K \rightarrow K'')^U_p(K) \]
\[ \Delta_s(K \rightarrow K'')^U_r(K) \sim \Delta_s(K \rightarrow K'')^U_r(K) \]

**Theorem 2.** \( \Delta_s(K \rightarrow K'')^U_r(K) \sim K' \) if \( \Delta_s(K \rightarrow K'')^U_r(K) \) is complete, or (b) \( C(K) - K \subseteq C(K') \).

**Theorem 3.** \( \Delta_s(K \rightarrow K'')^U_r(K) \sim K' \) if \( K \) is complete.
An interesting remark regarding Theorem 2 is that if $C(K) \subseteq C(K')$, then condition (b) holds. This implies that we could use the pair $(\Delta_x, U_\delta)$ in cases we know that $C(K) \subseteq C(K')$. For example, if $K$ is an ontology $O'$ and $K'$ is an ontology $O$ that specializes $O$, then we are sure that $C(K) \subseteq C(K')$. In such cases we can use $\Delta_d$ (or alternatively $\Delta_{ed}$) which give the smallest in size Deltas ($\Delta_{ed}$ returns the same Delta).

5.3 Semantic Identify and RF of $(\Delta_x, U_\delta)$-pairs

Prop. 8. If $K \sim K'$ then $\Delta_d(K \rightarrow K') = \Delta_x(K \rightarrow K') = \Delta_{ed}(K \rightarrow K') = \emptyset$.

Note that $\Delta_x$ is not included in Prop. 8 because even if $K \sim K'$, it may be $K = K'$, $K \subseteq K'$, $K' \subseteq K$, or $K \not\subseteq K'$ and $K' \not\subseteq K$. In the example of Figure 5 we get $\Delta_x(K \rightarrow K') = \{ \text{Add}(C \text{ subClassOf } A) \}$ although $K \sim K'$. However, one can easily prove that: If $K$ and $K'$ are both redundancy free, and the knowledge bases considered have always a unique reduction, then $K \sim K' \Rightarrow \Delta_x(K \rightarrow K') = \emptyset$.

Prop. 9. If $K \sim K'$, $\{K, K' \} \subseteq \Psi$ and $RF(K), RF(K')$ then $\Delta_d(K \rightarrow K') = \emptyset$.

Finally, it can be easily proved that if (a) $K' \subseteq K$ or (b) $K$ and $K'$ are both redundancy free, and the KBs considered have always a unique reduction, then $K \sim K' \Rightarrow \Delta_{ed}(K \rightarrow K') = \emptyset$.

Prop. 10. If $K \sim K'$, and (a) $K' \subseteq K$ or (b) $\{K, K'\} \subseteq \Psi$ and $RF(K), RF(K')$ then $\Delta_{ed}(K \rightarrow K') = \emptyset$.

5.4 Reversibility of $\Delta_x$

It is not hard to see that this property is satisfied only by those Deltas defining symmetric set differences on operator KBs (and their closures). This is the case of $\Delta_x$ and $\Delta_d$. It should be observed that the reverse of a Delta $Inv(\Delta_x(K \rightarrow K'))$ is correct only when the $\Delta_x(K' \rightarrow K)$ is correct (see section 5.2).

Prop. 11. For every pair of valid knowledge bases $K, K'$ it holds:

\[
Inv(\Delta_x(K \rightarrow K')) = \Delta_x(K' \rightarrow K)
\]
\[
Inv(\Delta_d(K \rightarrow K')) = \Delta_d(K' \rightarrow K)
\]
\[
Inv(\Delta_{ed}(K \rightarrow K')) = \Delta_{ed}(K' \rightarrow K)
\]

$\Delta_{de}$ and $\Delta_{ed}$ do not satisfy (P3). For example at the case (a) of Table 3 $\Delta_{ed}(K \rightarrow K') = \{ \text{Add}(C \text{ subClassOf } B) \}$, so $Inv(\Delta_{ed}(K \rightarrow K')) = \emptyset$, while $\Delta_{ed}(K' \rightarrow K) = \{ \text{Add}(C \text{ subClassOf } A), \text{Del}(C \text{ subClassOf } B) \}$. This means that:

\[
Inv(\Delta_{ed}(K \rightarrow K')) \neq \Delta_{ed}(K' \rightarrow K)
\]

At the case (d) of Table 3 $\Delta_{ed}(K \rightarrow K') = \{ \text{Add}(A \text{ subClassOf } D) \}$, so $Inv(\Delta_{ed}(K \rightarrow K')) = \emptyset$, while $\Delta_{ed}(K' \rightarrow K) = \{ \text{Del}(A \text{ subClassOf } D) \}$.

<table>
<thead>
<tr>
<th>(a) Tree and Chain</th>
<th>(b) Chain and Rooted DAG</th>
<th>(c) Tree and DAG</th>
<th>(d) Forest and Chain</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta_x$</td>
<td>$\Delta_d$</td>
<td>$\Delta_{ed}$</td>
<td>$\Delta_{ed}$</td>
</tr>
<tr>
<td>$\text{Add}(C \text{ subClassOf } B)$</td>
<td>$\text{Add}(A \text{ subClassOf } D)$</td>
<td>$\text{Add}(C \text{ subClassOf } A)$</td>
<td>$\text{Add}(A \text{ subClassOf } D)$</td>
</tr>
<tr>
<td>$\text{Del}(C \text{ subClassOf } A)$</td>
<td>$\text{Del}(A \text{ subClassOf } D)$</td>
<td>$\text{Del}(C \text{ subClassOf } B)$</td>
<td>$\text{Del}(A \text{ subClassOf } D)$</td>
</tr>
<tr>
<td>$\text{Y}$</td>
<td>$\text{Y}$</td>
<td>$\text{Y}$</td>
<td>$\text{Y}$</td>
</tr>
<tr>
<td>$\text{Y}$</td>
<td>$\text{Y}$</td>
<td>$\text{N}$</td>
<td>$\text{N}$</td>
</tr>
<tr>
<td>$\text{Y}$</td>
<td>$\text{Y}$</td>
<td>$\text{N}$</td>
<td>$\text{N}$</td>
</tr>
<tr>
<td>$\text{Y}$</td>
<td>$\text{Y}$</td>
<td>$\text{Y}$</td>
<td>$\text{Y}$</td>
</tr>
<tr>
<td>$\text{Y}$</td>
<td>$\text{Y}$</td>
<td>$\text{Y}$</td>
<td>$\text{Y}$</td>
</tr>
<tr>
<td>$\text{Y}$</td>
<td>$\text{Y}$</td>
<td>$\text{Y}$</td>
<td>$\text{Y}$</td>
</tr>
<tr>
<td>$\text{Y}$</td>
<td>$\text{Y}$</td>
<td>$\text{Y}$</td>
<td>$\text{Y}$</td>
</tr>
<tr>
<td>$\text{Y}$</td>
<td>$\text{Y}$</td>
<td>$\text{Y}$</td>
<td>$\text{Y}$</td>
</tr>
<tr>
<td>$\text{Y}$</td>
<td>$\text{Y}$</td>
<td>$\text{Y}$</td>
<td>$\text{Y}$</td>
</tr>
</tbody>
</table>

Table 3: Examples
Generally $\Delta_{dc}$ and $\Delta_{ed}$ do not satisfy reversibility, unless $K'$ is complete (i.e. $K' = C(K')$). This is due to the fact that when $K' = C(K')$, $\Delta_{dc}$ yields the same result as $\Delta_e$ and $\Delta_{ed}$ as $\Delta_e$ (see Figure 4(e)).

5.4.1 Reversibility and Delta size

In order to speed-up access to forward and backward RDF/S KB versions we have to compute and store non-reversible Deltas (such as $\Delta_{ed}$ and $\Delta_{dc}$) to both directions. However, since the only reversible Deltas are $\Delta_e$ and $\Delta_e$ whose size is bigger than $\Delta_{ed}$ and $\Delta_{dc}$, it will be interesting to examine whether it is more beneficial to store $\Delta_e$ and $\Delta_e$ assuming only one direction or $\Delta_{ed}$ and $\Delta_{dc}$ in both directions. The following property proves that the former option is better than the latter.

**Prop.** 12. For any pair of knowledge bases $K$ and $K'$ it holds:

$$|\Delta_e(K \rightarrow K'|) \leq |\Delta_{ed}(K \rightarrow K)| + |\Delta_{dc}(K' \rightarrow K)|$$

$$|\Delta_e(K \rightarrow K'|) \leq |\Delta_{ed}(K \rightarrow K')| + |\Delta_{dc}(K' \rightarrow K)|$$

5.5 Composition of $\Delta_e$

The RDF/S Deltas that can be always composed are $\Delta_e$ and $\Delta_e$. Note that the composition of a differential function $\Delta_e(K_1 \rightarrow K_2) \circ \ldots \circ \Delta_e(K_{n-1} \rightarrow K_n) = \Delta_e(K_1 \rightarrow K_n)$ is correct only when the $\Delta_e(K_1 \rightarrow K_n)$ is correct (see section 5.2).

**Prop.** 13. For any valid knowledge bases $K_1, K_2, K_3, \ldots, K_n$ it holds:

$$\Delta_e(K_1 \rightarrow K_2) \circ \ldots \circ \Delta_e(K_{n-1} \rightarrow K_n) = \Delta_e(K_1 \rightarrow K_n)$$

$$\Delta_e(K_1 \rightarrow K_2) \circ \ldots \circ \Delta_e(K_{n-1} \rightarrow K_n) = \Delta_e(K_1 \rightarrow K_n)$$

It is not hard to see that this property is not satisfied by $\Delta_{dc}, \Delta_{dc}$ and $\Delta_{dc}$. For example, for the KBs of the Figure 6 (a) for $\Delta_{dc}$ we have:

$$\Delta_{dc}(K_1 \rightarrow K_2) = \{\text{Add}(B \text{ subClassOf } A)\}$$

$$\Delta_{dc}(K_2 \rightarrow K_3) = \{\text{Del}(B \text{ subClassOf } A)\}$$

$$\Delta_{dc}(K_1 \rightarrow K_3) = \{\text{Add}(C \text{ subClassOf } A)\}$$

If we compose the first two Deltas we get the empty result that is different from $\Delta_e(K_1 \rightarrow K_3)$:

$$\Delta_{dc}(K_1 \rightarrow K_2) \circ \Delta_{dc}(K_2 \rightarrow K_3) = \emptyset$$

The same result holds also for $\Delta_{dc}$.

At the figure 6 (b) for $\Delta_{dc}$ we have:

$$\Delta_{dc}(K_1 \rightarrow K_2) = \{\text{Add}(C \text{ subClassOf } B)\}$$

$$\Delta_{dc}(K_2 \rightarrow K_3) = \{\text{Add}(C \text{ subClassOf } B)\}$$

$$\Delta_{dc}(K_1 \rightarrow K_3) = \{\text{Del}(C \text{ subClassOf } B)\}$$

We can easily observe that the composition of the two Deltas yields an empty set that is different from $\Delta_{dc}(K_1 \rightarrow K_3)$:

$$\Delta_{dc}(K_1 \rightarrow K_2) \circ \Delta_{dc}(K_2 \rightarrow K_3) = \emptyset$$

Generally speaking, $\Delta_{dc}$ and $\Delta_{ed}$ cannot be composed unless $K'$ is complete. This is due to the fact that when $K' = C(K')$, $\Delta_{dc}$ yields the same result as $\Delta_e$ and $\Delta_{ed}$ as $\Delta_e$ (see Figure 4(e)).

5.6 Streaming Execution of RDF/S Deltas

Regarding the execution of Deltas, so far we have considered a batch execution mode as defined in Def. 4. An alternative method would be to execute each operation in $\Delta^+$ and $\Delta^-$ individually (according to the pre/post-conditions defined in Table 2). The rising question is whether these two alternative execution modes yield equivalent KBs. It is not hard to see that this is true only for $U_r$ semantics.

As expected, the order of execution of change operations affect the resulting KB under $U_r$ semantics. In particular the resulting KB may not satisfy all change operations returned by a differential function (see Def. 3). For instance, for the KBs of Table 3 (a) we get $\Delta_{dc}(K' \rightarrow K) = \{\text{Del}(A \text{ subClassOf } D), \text{Del}(B \text{ subClassOf } D), \text{Del}(C \text{ subClassOf } D)\}$ if the operations are executed in the order $\{\text{Del}(A \text{ subClassOf } D), \text{Del}(B \text{ subClassOf } D), \text{Del}(C \text{ subClassOf } D)\}$ under $U_r$ semantics, then all of them will be satisfied and the result will be equivalent to $K$. Now consider the following execution order $\{\text{Del}(B \text{ subClassOf } D), \text{Del}(C \text{ subClassOf } D), \text{Del}(A \text{ subClassOf } D)\}$. In this case the operation $\text{Del}(B \text{ subClassOf } D)$ does not change the K as it requests the deletion of an inferred triple and according to $U_r$ semantics an inferred triple cannot be deleted. The same will happen with the operation $\text{Del}(C \text{ subClassOf } D)$. Finally, the operation $\text{Del}(A \text{ subClassOf } D)$ will be executed and will cause the addition of the triple $(B \text{ subClassOf } D)$. It is obvious that the operation $\text{Del}(B \text{ subClassOf } D)$ is not satisfied by the resulting KB because it contains the triple $(B \text{ subClassOf } D)$. The same problem occurs when $K'$ contains a redundant triple e.g. $(B \text{ subClassOf } D)$. A similar situation is encountered with $\Delta_e$ and with $\Delta_{dc}$ when $K$ and $K'$ are not redundancy free.

Alg 1. Execute($K, M$) where $M \subseteq S$

1. $\text{UnSat} = M$
2. repeat
3. $\text{Sat} = \emptyset$ /the set of all satisfied operations
4. for $i=1$ to $|\text{UnSat}|$
5. $u = \text{UnSat}[i]$ / gets the next operation
6. $K_i = \text{Appl}(u)$ / applies the operation using $U_r$
7. if $K_i$ satisfies $u$ then
8. $\text{Sat} = \text{Sat} \cup \{u\}$
For these reasons, we devise a loop-based algorithm (Alg1) allowing to determine a sequence of change operations that when executed under \(\mathcal{U}_e\) semantics, the resulting KB guarantees satisfaction of all operations in the RDF/S Delta. Obviously, this algorithm will not terminate unless all delete operations in \(M\) are satisfied. This is true when \(M\) is derived from one of \(\Delta_c\), \(\Delta_w\) and \(\Delta_d\).

\[K = K_1\]

\[\text{prop. 14. For every } M \subseteq S \text{ produced by } \Delta_d, \Delta_w \text{ or } \Delta_c \text{ Alg. 1 terminates.}\]

Below we describe in brief the crux of the proof. Let \(Y\) be the satisfiable deletions and \(Z\) the unsatisfiable deletions at any point during the execution of the algorithm (i.e. the sets \(\text{Sat}\) and \(\text{UnSat}\) respectively). We can prove that whenever \(|Y| = 0\) we also have \(|Z| = 0\). This guarantees that the algorithm always terminates since all elements of \(M\) are satisfied.

**Theorem 4.** If \(\{K, K^\prime\} \subseteq \Psi\) then for every delta produced by \(\Delta_c, \Delta_w\) and \(\Delta_d\), there exists at least one sequence of change operations that when executed under \(\mathcal{U}_e\), the result is equivalent to the execution of the corresponding set of change operations under \(\mathcal{U}_e\). Alg. 1 produces such a sequence.

### 5.7 Summarizing the Results

The pairs that are always correct are: \((\Delta_c, \mathcal{U}_e), (\Delta_w, \mathcal{U}_p), (\Delta_d, \mathcal{U}_p), (\Delta_e, \mathcal{U}_e)\). The pair \((\Delta_e, \mathcal{U}_p)\) is correct if \(K\) is complete, while the pair \((\Delta_d, \mathcal{U}_e)\) is correct only in the cases specified in Theorem 2. The Deltas that always satisfy semantic identity are: \(\Delta_c, \Delta_w\) and \(\Delta_d\), while \(\Delta_e\) and \(\Delta_{ed}\) satisfy semantic identity only in the cases specified in Theorems 9 and 10 respectively. Pairs that rely on \(\mathcal{U}_e\) semantics always result to non-redundant RDF/S KBs, while the pairs \((\Delta_e, \mathcal{U}_p)\) and \((\Delta_{ed}, \mathcal{U}_p)\) satisfy only weaker non-redundancy. The pair \((\Delta_e, \mathcal{U}_p)\) does not satisfy neither of the two properties. The Deltas that always reversible are \(\Delta_c, \Delta_w\) and \(\Delta_d\), while \(\Delta_d\) and \(\Delta_{ed}\) are reversible only if \(K^\prime\) is complete. Finally, \(\Delta_c\) and \(\Delta_e\) can always be composed, while \(\Delta_w\) and \(\Delta_{ed}\) only in the case where \(K^\prime\) is complete. Table 4 synopsizes the above results. Note that the properties (P1)-(P4) are examined only for the pairs \((\Delta_e, \mathcal{U}_p)\) that are always correct.

<table>
<thead>
<tr>
<th>(\Delta_c, (\mathcal{U}_e))</th>
<th>Correctness</th>
<th>(P1)</th>
<th>(P2)</th>
<th>(P2.1)</th>
<th>(P3)</th>
<th>(P4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\Delta_e, (\mathcal{U}_p))</td>
<td>Y</td>
<td>Prop. 9</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>(\Delta_w, (\mathcal{U}_p))</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>(\Delta_d, (\mathcal{U}_p))</td>
<td>N</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>(\Delta_e, (\mathcal{U}_p))</td>
<td>N</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>(\Delta_d, (\mathcal{U}_p))</td>
<td>Y</td>
<td>Prop. 10</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>*</td>
</tr>
<tr>
<td>(\Delta_e, (\mathcal{U}_p))</td>
<td>N</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>(\Delta_w, (\mathcal{U}_p))</td>
<td>Y</td>
<td>-</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>(\Delta_d, (\mathcal{U}_p))</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>*</td>
</tr>
<tr>
<td>(\Delta_{ed}, (\mathcal{U}_p))</td>
<td>N</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

(1) if \(K = C(K)\) (2) if \(K = C(K)\)

**Table 4: Synopsis**

### 6. EXPERIMENTAL EVALUATION

In this Section we experimentally measure the time required to compare real and synthetic RDF/S KBs of variable size and structure. In addition, we are interested in comparing the size (i.e. triples to be added or deleted) of the produced Deltas with respect to the different application setting (i.e. forward/backward, reverse deltas). It is worth mentioning that our experimental findings confirm the respective analytical evaluation (see Section 3 and 3.2) of the five differential functions while reveal useful information for the cases that such an analysis is not available.

All experiments were carried out in a PC with processor Intel Core2 Quad 2.4 Ghz, 2 GB Ram, running Windows Vista. We assume that both KBs have been loaded in main memory using a labeling schema for encoding transitive closures and thus net differential times are reported. The blank nodes are assumed to have different URLs and thus they are not compared for isomorphism.

#### 6.1 Testbed

Our testbed comprises the following datasets:

**Real Data Set:** We used the RDF/S dumps from the Gene Ontology (GO) project\(^6\) as a representative of large-scale evolving Semantic Web data. GO terms (i.e. genes) are exported in a simple RDF/S schema containing only one metaclass, instance of which are all the 53,574 classes representing the GO terms in the 2007-11-01 version of the dump. Subsumption relationships between classes are represented by user-defined properties (i.e. not by "subClassof" properties). GO employs in total 11 properties to describe genes. The GO RDF/S KB does not contain any redundant triples while it employs heavily blank nodes (e.g. to represent structured values as tuples). Specifically, 28,171 of the 53,574 instance resources are blank nodes. Additionally, there are 400,999 property instances, most of which connect a blank node to a literal value. It is worth noticing that GO curators usually reclassify terms as obsolete and thus they are not always deleted; this is done so that existing biological annotations do not have dangling reference during the time lag between the term being made obsolete and the reannotation of the entity.

**Synthetic Data Set:** As the GO RDF/S KB has rather a simple structure (i.e. without a significantly large number of inferred triples) we have also created and used a two synthetic data sets. Specifically, using the synthetic KB generator described in [26], we created a sequence of four KBs, \(K_1, \ldots, K_4\), with 100, 200, 300, and 400 classes respectively. The number of properties \(|E|\) in each KB is \(3 \times N\) where \(N\) is the number of classes. At the simple case, for each class 10 instances were created, while at the complex one 100 instances were created. In both data sets, for each property 10 property instances were created among randomly selected instances of the corresponding domain and range class. To simulate their evolution, we adopted a naming convention such that all classes, properties, and their instances in \(K_i\) are also present in \(K_{i+1}\) for each \(i=1..3\). However, their subsumption structure may differ: classes which are higher in the subsumption hierarchy in version \(K_i\) may be found at a lower level in version \(K_{i+1}\). This result to both additions

\[www.geneontology.org/\]
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\(^6\)www.geneontology.org/
and deletions of explicit triples (i.e. "subClassof" properties). The depth of the class subsumption hierarchy in each schema is 7, while the synthetic data set does not contain any redundant triple.

In order to capture the effect of poor vs rich subsumption structures in RDF/S KBs, we introduce the following metric regarding their inference potential.

**Def. 6.** The inference strength of a knowledge base K, denoted by $is(K)$, is defined as:

$$is(K) = \frac{|C(K)| - |K|}{|K|}$$

Clearly, if $K = C(K)$ then $is(K) = 0$. As one would expect the greater this factor is, the greater is the number of new inferred triples in $C(K)$ w.r.t. $K$.

### 6.2 Experimental Results

For each compared RDF/S KB version we report its size and inference strength as well as the time (in seconds) required to compute the Deltas as well as their sizes (in triples). Specifically, for each Delta we report in parentheses the added and deleted triples ($|\Delta^+|, |\Delta^-|$) and then their total size ($|\Delta|$).

Table 5 and 6 report respectively, the Delta computing time and size for non successive versions of the Biological data set. Note that Deltas are computed for both forward and backward versions of RDF/S KBs. As we can observe, the produced Deltas exhibit almost similar sizes: $\Delta_e$, $\Delta_{ed}$, $\Delta_d$ and $\Delta_{dc}$ differ on at most 2 change operations. Only the size of $\Delta_e$ is bigger by at most 63 triples. This is due to the fact that the $is$ factor is very small in this dataset. Specifically the range of the $is$ factor for this data set is $[0.178, 0.229]$.

Tables 8 and 7 report respectively, the Delta computing time and size for four consequent versions of the simple Synthetic data set. We can easily observe the significant divergences on Delta sizes, which stem from the fact that the $is$ factor is bigger at this data set with range $[0.789, 0.826]$. Specifically, on average the deltas produced by $\Delta_e$ are 63% bigger those of $\Delta_\ell$. The deltas of $\Delta_{dc}$ are 16% bigger those of $\Delta_\ell$. Note however, that $\Delta_e$, $\Delta_{ed}$ and $\Delta_{dc}$ satisfy properties like semantic identity and also non-redundancy when used with $U_r$-semantics. The delta of $\Delta_e$ is 1% smaller than the size of $\Delta_\ell$ and the delta of $\Delta_{dc}$ is 0.5% smaller than the size of $\Delta_\ell$. The minor differences in $|\Delta_e|$, $|\Delta_{ed}|$ and $|\Delta_{dc}|$ sizes are due to the fact that most changes occur at the explicit graph i.e. only few triples that are inferred by $K$ become explicit in $K'$ and vice versa. On the other hand, the significant divergences between $|\Delta_e|$ and $|\Delta_{dc}|$ sizes are due to changes occurring higher at the subsumption hierarchy. For the same reason, the deletions reported by $\Delta_{dc}$ are more than those reported by $\Delta_e$, $\Delta_{ed}$ and $\Delta_d$. In general, for $\Delta_e$, $\Delta_{ed}$ and $\Delta_d$ all kinds of changes affect in the same way the delta size, while for $\Delta_{dc}$ additions or deletions that occur highly at the subsumption hierarchy affect more the delta size. Finally, for $\Delta_{ed}$ all additions have the same impact, but deletions that occur highly at the subsumption hierarchy affect more the size of the produced delta.

Our experimental findings are summarized in Figure 7 which confirms the ordering of Delta sizes illustrated in Figure 4. In addition, we observe that in most cases it holds $|\Delta_e| < |\Delta_{ed}| < |\Delta_{dc}|$. Recall also that $\Delta_e$ produces a big in size result if $K = C(K')$, while $\Delta_e$ and $\Delta_{ed}$ produce a big in size result if $K' = C(K)$.

Tables 9 and 10 report respectively, the Delta computing time and size for four successive versions of the complex Synthetic data set with a bigger inference strength than the previous with range $[2.868, 2.987]$. In this case, significant differences in Delta sizes are observed. Specifically, on average $\Delta_e$ is 212% bigger than $\Delta_\ell$. $\Delta_{dc}$ is 57% bigger than $\Delta_{ed}$ and $\Delta_e$. $\Delta_e$ is 1.3% smaller than $\Delta_{dc}$. $\Delta_{ed}$ is 0.8% smaller than $\Delta_\ell$. Significant divergences also observed in Delta computing time.

The experimental results of Figures 7 and 8 confirms the time complexity of Deltas presented in Table 1. We can observe that the execution time for $\Delta_e$ is always greater that the other ones. Furthermore, the execution times of $\Delta_e$, $\Delta_d$ and $\Delta_{dc}$ are very close and clearly smaller than $\Delta_{ed}$.

Finally, Figure 9 (a) depicts how the inference strength affects the Delta sizes, while Figure 9 (b) illustrates how the inference strength affects the size of Deltas required in order to be able to move both forward and backward to KB versions. Since $\Delta_e$ and $\Delta_\ell$ are reversible we report only the size of delta at one direction (i.e. $|\Delta(K \rightarrow K')|$), while for $\Delta_{dc}$ and $\Delta_{ed}$ we report the bisectional Delta size: $|\Delta(K \rightarrow K')| + |\Delta(K' \rightarrow K)|$. In both Figures we are employing data from the all the three previously presented data sets. As we can see in Figure 9 (a), the less the inference strength is, the less the delta computing time and size differ. Last but not least, in the case of handling both forward and backward versions, $\Delta_e$ appear to be the cheaper in size solution, followed by $\Delta_{ed}$, then by $\Delta_\ell$ and finally by $\Delta_{dc}$. This relationship is not captured by our analytical study (see Prop. 12).
7. CONCLUDING REMARKS

Most of the existing RDF/S differential tools [2, 27, 8] rely on the \((\Delta_e, U_p)\) pair. Semversion [27] offers also \((\Delta_e, U_p)\) which (as we have proved) yields correct results if \(K\) is complete. None of the works (theoretical or practical) has used \(\Delta_d\) or \(\Delta_dc\) nor studied formally properties as their size, their correctness and non-redundancy w.r.t. the semantics of the change operations, as well as semantic identity, reversibility and composability of the produced Deltas. All Deltas studied in this paper are implemented in the context of the Semantic Web Knowledge Middleware\(^7\).

The pairs that are always correct are: \((\Delta_e, U_p)\), \((\Delta_{ed}, U_p)\), \((\Delta_{ed}, U_{ir})\) and \((\Delta_e, U_{ir})\). We have also identified special cases where \((\Delta_{ed}, U_{ir})\) is correct given that it is the smallest in size Delta. \(\Delta_e\) and \(\Delta_{ed}\) require less computing time than \(\Delta_e\) and \(\Delta_{dc}\), respectively. However, if \(K \approx K'\) then \(\Delta_e\) and \(\Delta_{ed}\) may return a very big in size result while \(\Delta_{dc}\) and \(\Delta_e\) yield always an empty result. Note also that we have experimentally verified that \(\Delta_e\) produces smaller in size results that \(\Delta_{ed}\) and that in most practical cases it holds \(|\Delta_{ed}| < |\Delta_{dc}|\).

However, the cost of executing correctly the Deltas depends on the semantics of the change operations. Clearly, \(U_{ir}\) is most costly because it requires computing the closure and the reduction of a KB. This is the price to pay for keeping the resulting KBs in a redundancy-free state. Figure 10 shows the ordering of the correct pairs according to the combined cost of computing and executing RDF/S Deltas.

In addition, we have proved that only \((\Delta_e, U_p)\) and \((\Delta_e, U_{ir})\) can be reversed and composed to implement various forward/backward version policies over distributed RDF/S KB archives. In addition, as we have experimentally verified storing only \(\Delta_e\) (or \(\Delta_{ed}\)) is more beneficial than storing \(\Delta_{ed}\) (or \(\Delta_{dc}\)) in both directions. As we have seen these requirements cannot be satisfied by smaller in size RDF/S Deltas such as \(\Delta_{ed}\) (or \(\Delta_{dc}\)) which incur a loss of information.

Finally, it is worth noticing that unlike our work, belief contraction-revision (e.g. [11, 17, 9]) theories consider KBs as logic theories and focus on what the result of applying a contraction/revision operation on a KB should be. In our setting, the target \(K'\) is known, so the focus is given on the discovery of changes between two consistent versions of KBs.

\(^{7}\)139.91.183.30:9090/SWK

\(^{8}\)Concerning the execution under \(U_{ir}\), related algorithms include [24], while a similar in spirit approach for RDF/S has already been implemented for the RUL language [18].
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**Figure 9:** (a) Size of Forward Deltas (b) Size of Forward/Backward Deltas

**Figure 10:** Cost-based ordering of the correct pairs

---

**Acknowledgments**

This work was partially supported by the EU projects CASPAR (FP6-2005-IST-03572) and KP-Lab (FP6-2004-IST-4). Many thanks to Yannis Theoharis for providing us the synthetic datasets.

8. REFERENCES


### Table 5: Delta time for Biological Data

<table>
<thead>
<tr>
<th>K</th>
<th>K'</th>
<th>Time of (Δ(K → K'))</th>
</tr>
</thead>
<tbody>
<tr>
<td>311</td>
<td>11680</td>
<td>0.178</td>
</tr>
<tr>
<td>K</td>
<td>K'</td>
<td>Trips</td>
</tr>
<tr>
<td>K53</td>
<td>K54</td>
<td>(425, 102, 527)</td>
</tr>
<tr>
<td>K55</td>
<td>K56</td>
<td>(92, 18)</td>
</tr>
<tr>
<td>K57</td>
<td>K58</td>
<td>(70, 11)</td>
</tr>
<tr>
<td>K59</td>
<td>K60</td>
<td>(250, 61)</td>
</tr>
<tr>
<td>K61</td>
<td>K62</td>
<td>(67, 4)</td>
</tr>
<tr>
<td>K63</td>
<td>K64</td>
<td>(117, 18)</td>
</tr>
</tbody>
</table>

### Table 6: Delta size for Biological Data

<table>
<thead>
<tr>
<th>K</th>
<th>K'</th>
<th>Size of Δ(K → K')</th>
</tr>
</thead>
<tbody>
<tr>
<td>K31</td>
<td>K32</td>
<td>(18, 117)</td>
</tr>
<tr>
<td>K53</td>
<td>K54</td>
<td>(4, 67)</td>
</tr>
<tr>
<td>K55</td>
<td>K56</td>
<td>(61, 200)</td>
</tr>
<tr>
<td>K57</td>
<td>K58</td>
<td>(11, 70)</td>
</tr>
<tr>
<td>K59</td>
<td>K60</td>
<td>(18, 92)</td>
</tr>
<tr>
<td>K61</td>
<td>K62</td>
<td>(102, 425)</td>
</tr>
<tr>
<td>K63</td>
<td>K64</td>
<td>(14, 79)</td>
</tr>
</tbody>
</table>

### Table 7: Delta size for simple Synthetic Data

<table>
<thead>
<tr>
<th>K</th>
<th>K'</th>
<th>Size of Δ(K → K')</th>
</tr>
</thead>
<tbody>
<tr>
<td>K</td>
<td>K'</td>
<td>Δt</td>
</tr>
<tr>
<td>K31</td>
<td>K32</td>
<td>(9,490, 4,509)</td>
</tr>
<tr>
<td>K53</td>
<td>K54</td>
<td>(14,089, 9,698)</td>
</tr>
<tr>
<td>K55</td>
<td>K56</td>
<td>(18,579, 13,635)</td>
</tr>
<tr>
<td>K57</td>
<td>K58</td>
<td>(19,461, 4,493)</td>
</tr>
<tr>
<td>K59</td>
<td>K60</td>
<td>(17,409, 0)</td>
</tr>
<tr>
<td>K61</td>
<td>K62</td>
<td>(0, 17,409)</td>
</tr>
<tr>
<td>K</td>
<td>K'</td>
<td>Δt</td>
</tr>
<tr>
<td>K31</td>
<td>K32</td>
<td>(9,490, 4,434)</td>
</tr>
<tr>
<td>K53</td>
<td>K54</td>
<td>(14,089, 9,022)</td>
</tr>
<tr>
<td>K55</td>
<td>K56</td>
<td>(18,579, 13,548)</td>
</tr>
<tr>
<td>K57</td>
<td>K58</td>
<td>(19,461, 4,105)</td>
</tr>
<tr>
<td>K59</td>
<td>K60</td>
<td>(17,409, 0)</td>
</tr>
<tr>
<td>K61</td>
<td>K62</td>
<td>(0, 17,409)</td>
</tr>
</tbody>
</table>
### Table 8: Delta time for simple Synthetic Data

<table>
<thead>
<tr>
<th>KB</th>
<th>Triples</th>
<th>$t_1(K)$</th>
<th>KB</th>
<th>Triples</th>
<th>$t_1(K')$</th>
<th>$\Delta_t$</th>
<th>$\Delta_{ed}$</th>
<th>$\Delta_c$</th>
<th>$\Delta_d$</th>
<th>$\Delta_{dc}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K_{1}$</td>
<td>5,162</td>
<td>0.821</td>
<td>$K_{2}$</td>
<td>10,267</td>
<td>0.789</td>
<td>0.370</td>
<td>0.553</td>
<td>0.502</td>
<td>0.594</td>
<td>0.718</td>
</tr>
<tr>
<td>$K_{2}$</td>
<td>10,267</td>
<td>0.789</td>
<td>$K_{3}$</td>
<td>15,389</td>
<td>0.806</td>
<td>0.889</td>
<td>0.903</td>
<td>1.499</td>
<td>1.187</td>
<td>1.388</td>
</tr>
<tr>
<td>$K_{3}$</td>
<td>15,389</td>
<td>0.806</td>
<td>$K_{4}$</td>
<td>20,460</td>
<td>0.826</td>
<td>1.296</td>
<td>1.352</td>
<td>2.217</td>
<td>1.623</td>
<td>1.702</td>
</tr>
<tr>
<td>$K_{4}$</td>
<td>20,460</td>
<td>0.826</td>
<td>$C(K_{24})$</td>
<td>37,409</td>
<td>0.926</td>
<td>1.225</td>
<td>1.358</td>
<td>1.782</td>
<td>1.402</td>
<td>1.639</td>
</tr>
</tbody>
</table>

### Table 9: Delta time for Complex Synthetic Data

<table>
<thead>
<tr>
<th>KB</th>
<th>Triples</th>
<th>$t_1(K)$</th>
<th>KB</th>
<th>Triples</th>
<th>$t_1(K')$</th>
<th>$\Delta_t$</th>
<th>$\Delta_{ed}$</th>
<th>$\Delta_c$</th>
<th>$\Delta_d$</th>
<th>$\Delta_{dc}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K_{1}$</td>
<td>14,250</td>
<td>2.970</td>
<td>$K_{2}$</td>
<td>28,355</td>
<td>2.868</td>
<td>1.333</td>
<td>1.339</td>
<td>5.382</td>
<td>1.844</td>
<td>2.590</td>
</tr>
<tr>
<td>$K_{2}$</td>
<td>28,355</td>
<td>2.868</td>
<td>$K_{3}$</td>
<td>42,477</td>
<td>2.923</td>
<td>3.266</td>
<td>2.511</td>
<td>9.302</td>
<td>3.413</td>
<td>5.201</td>
</tr>
<tr>
<td>$K_{3}$</td>
<td>42,477</td>
<td>2.923</td>
<td>$K_{4}$</td>
<td>56,546</td>
<td>2.987</td>
<td>3.443</td>
<td>3.643</td>
<td>13.442</td>
<td>5.071</td>
<td>7.329</td>
</tr>
<tr>
<td>$K_{4}$</td>
<td>56,546</td>
<td>2.987</td>
<td>$C(K_{24})$</td>
<td>37,409</td>
<td>0.926</td>
<td>1.225</td>
<td>1.358</td>
<td>1.782</td>
<td>1.402</td>
<td>1.639</td>
</tr>
</tbody>
</table>

### Table 10: Delta size for the Complex Synthetic Data

<table>
<thead>
<tr>
<th>KB</th>
<th>Triples</th>
<th>$t_1(K)$</th>
<th>KB</th>
<th>Triples</th>
<th>$t_1(K')$</th>
<th>$\Delta_t$</th>
<th>$\Delta_{ed}$</th>
<th>$\Delta_c$</th>
<th>$\Delta_d$</th>
<th>$\Delta_{dc}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K_{1}$</td>
<td>14,250</td>
<td>2.970</td>
<td>$K_{2}$</td>
<td>28,355</td>
<td>2.868</td>
<td>1.333</td>
<td>1.339</td>
<td>5.382</td>
<td>1.844</td>
<td>2.590</td>
</tr>
<tr>
<td>$K_{2}$</td>
<td>28,355</td>
<td>2.868</td>
<td>$K_{3}$</td>
<td>42,477</td>
<td>2.923</td>
<td>3.266</td>
<td>2.511</td>
<td>9.302</td>
<td>3.413</td>
<td>5.201</td>
</tr>
<tr>
<td>$K_{3}$</td>
<td>42,477</td>
<td>2.923</td>
<td>$K_{4}$</td>
<td>56,546</td>
<td>2.987</td>
<td>3.443</td>
<td>3.643</td>
<td>13.442</td>
<td>5.071</td>
<td>7.329</td>
</tr>
<tr>
<td>$K_{4}$</td>
<td>56,546</td>
<td>2.987</td>
<td>$C(K_{24})$</td>
<td>37,409</td>
<td>0.926</td>
<td>1.225</td>
<td>1.358</td>
<td>1.782</td>
<td>1.402</td>
<td>1.639</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>KB</th>
<th>Triples</th>
<th>$t_1(K)$</th>
<th>KB</th>
<th>Triples</th>
<th>$t_1(K')$</th>
<th>$\Delta_t$</th>
<th>$\Delta_{ed}$</th>
<th>$\Delta_c$</th>
<th>$\Delta_d$</th>
<th>$\Delta_{dc}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K_{1}$</td>
<td>14,250</td>
<td>2.970</td>
<td>$K_{2}$</td>
<td>28,355</td>
<td>2.868</td>
<td>1.333</td>
<td>1.339</td>
<td>5.382</td>
<td>1.844</td>
<td>2.590</td>
</tr>
<tr>
<td>$K_{2}$</td>
<td>28,355</td>
<td>2.868</td>
<td>$K_{3}$</td>
<td>42,477</td>
<td>2.923</td>
<td>3.266</td>
<td>2.511</td>
<td>9.302</td>
<td>3.413</td>
<td>5.201</td>
</tr>
<tr>
<td>$K_{3}$</td>
<td>42,477</td>
<td>2.923</td>
<td>$K_{4}$</td>
<td>56,546</td>
<td>2.987</td>
<td>3.443</td>
<td>3.643</td>
<td>13.442</td>
<td>5.071</td>
<td>7.329</td>
</tr>
<tr>
<td>$K_{4}$</td>
<td>56,546</td>
<td>2.987</td>
<td>$C(K_{24})$</td>
<td>37,409</td>
<td>0.926</td>
<td>1.225</td>
<td>1.358</td>
<td>1.782</td>
<td>1.402</td>
<td>1.639</td>
</tr>
</tbody>
</table>